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Recovery of the ferromanganese (FeMn) crust sample 237KD 
from the equatorial Pacific floor in 1976 
Image credits: Google Maps (background), http://www.oceanexplorer.noaa.gov (top right photo), 
D. Quadfasel (all other photos)

A Crust from the Pacific Ocean

Crust description

Fe-Mn Crust

Depth: 4380 m

Growth rate:
2.37 mm/Myr

Target Isotope:
60Fe

t1/2 = 2.6 Myr

No in-situ production
on Earth

Procedure:

Cutting pieces of
2 mm
Time information:
400000 yr in 1 mm

Measurement with
Accelerator Mass

Spectrometry

Jenny Feige, DPG 2014 Detecting SN Dust on the Earth’s Sea Floor with AMS 4 / 12
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New 10Be Dating of the Crust

The peak shifts from 2.8 - 2.2 Myr
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The 60Fe/Fe ratio versus the age of the crust based on the new 10Be dating.
Green dots: Confirmation of the peak by Fitoussi et al. 2008.

J. Feige, D. Breitschwerdt, B. Fuchs, C. Dettbarn The LB and the 60Fe Anomaly in the Ocean’s Crust

• Knie+ 2004
• Fitoussi+ 2008

Relics of a Blast from the Past?

• Each crust layer corresponds to certain age 
range

• Knie+ (2004) detected significant abundance 
increase of radioisotope 60Fe in ~2.2 Myr-old 
layer; signal confirmed by Fitoussi+ (2008)

What’s so special about 60Fe?

• Produced during late shell-burning phase in massive stars; 
predominantly released by core-collapse/electron-capture SNe 
(cf. Knödlseder+ 2004)

• Low terrestrial background

• Comparatively long half-life (t1/2  ~ 2.62 Myr) allows for 
extensive ISM traveling → detectable by β− decay via 60Co and 
ɣ-ray emission at 1173 and 1333 keV (Wang+ 2007)

• Link between the 60Fe anomaly and recent SNe near Earth that 
also contributed to the formation of the Local Bubble (LB)
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Credit: NASA's Goddard Space Flight Center

• Our Galactic habitat
• Color excess measurements (Fitzgerald 1968)

‣ Sun situated in interstellar dust hole (~50×100 pc) 

• Sounding rocket flights (McCammon & Sanders 1990): 
Mappings of diffuse soft X-ray background

‣ due to energy dependent absorption: plasma must 
be local

• Ly-α absorption from nearby hot star spectra

‣ HI deficient hole (10-2–10-3 cm-3) → anti-correlation!

‣ Displacement model (Sanders+ 1977; Snowden+ 
1991): hot plasma (~106 K) pushes HI gas away

• Responsible for ~60% of the 0.25-keV flux in the 
Galactic plane (Galeazzi+ 2014) → bold confirmation 
of its existence

• Further constraints for the LB dimensions from …

‣ ROSAT “shadowing experiments” (hot gas 
component; Snowden+ 1998)

‣ NaI absorption lines toward hundreds of stars with 
known parallaxes (Sfeir+ 1999, Lallement+ 2003) → 
R ~ 60–250 pc (in Gal. plane); open towards poles? 
→ local chimney? (Welsh+ 1999)

‣ Extinction studies toward 71,000 background stars 
(Lallement+ 2018); blue/yellow: high/low opacity; 
shown volume: 4000×4000×600 pc3

The discovery of the Local Bubble
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• Our Galactic habitat
• Color excess measurements (Fitzgerald 1968)

‣ Sun situated in interstellar dust hole (~50×100 pc) 

• Sounding rocket flights (McCammon & Sanders 1990): 
Mappings of diffuse soft X-ray background

‣ due to energy dependent absorption: plasma must 
be local

• Ly-α absorption from nearby hot star spectra

‣ HI deficient hole (10-2–10-3 cm-3) → anti-correlation!

‣ Displacement model (Sanders+ 1977; Snowden+ 
1991): hot plasma (~106 K) pushes HI gas away

• Responsible for ~60% of the 0.25-keV flux in the 
Galactic plane (Galeazzi+ 2014) → bold confirmation 
of its existence

• Further constraints for the LB dimensions from …

‣ ROSAT “shadowing experiments” (hot gas 
component; Snowden+ 1998)

‣ NaI absorption lines toward hundreds of stars with 
known parallaxes (Sfeir+ 1999, Lallement+ 2003) → 
R ~ 60–250 pc (in Gal. plane); open towards poles? 
→ local chimney? (Welsh+ 1999)

‣ Extinction studies toward 71,000 background stars 
(Lallement+ 2018); blue/yellow: high/low opacity; 
shown volume: 4000×4000×600 pc3

The discovery of the Local Bubble
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The origin of the Local Bubble

Credit: Fuchs+ (2006)
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• Widely accepted origin: several nearby SN explosions in 
the last ~10 Myr (e.g., Smith & Cox 2001)

‣ But, no young stellar cluster could be found inside its 
boundaries

• Berghöfer & Breitschwerdt (2002) searched for moving 
group → Pleiades subgroup B1

• Fuchs+ (2004) analyzed vol. complete sample (D ~ 400 pc) 
using HIPPARCOS and ARIVEL (x-p) phase space data 

• Selection criterion: compact in real & vel. space → 79 B 
stars

• Cluster age: compare cluster turn-off point with isochrones 
(Schaller+ 1992) → τc ~ 20–30 Myr

• COM-trajectory derived from epicyclic eqs.

• Stars entered LB at Δτ ~ 10–15 Myr ago

• Most probable trajectories: using Gaussian error distr. in 
positions and proper motions

• Number of past SNe: IMF (1 star per bin!) for young 
massive stars (Massey+ 1995) → 14–20 SNe exploding 
inside LB

• MS lifetime of SN progenitors: τ = 1.6×108 (M/M⊙)−0.932 yr        
(for 2 ≤ M/M⊙ ≤ 67); results from fitting isochrone data

• Explosion times: texp = τ − τc (assume: coeval star 
formation)

• Combining most probable trajectories & explosion times → 
most probable explosion sites

Simulations of the Local Superbubble



The origin of the Local Bubble
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Analytical study (Feige 2010; Breitschwerdt+ 2016):

• SNR expansion into previous remnant (𝜌 ~ R9/2) → 
low Mach-number shocks due to hot interior

• Outer LB shell expansion due to Weaver+ (1977) 
• 60Fe content (yield taken from stellar evolution) 

entrained and deposited by SN blast waves

Detailed transport modelling in turbulent medium 
requires 
• performing 3D high-res. numerical simulations 
• treating 60Fe as passive scalars
• using self-consistently evolved turbulent ISM as a 

typical background medium (like Breitschwerdt & 
Avillez 2006)
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Rauscher et al. (2002)35

Limongi & Chieffi (2006)36

Woosley & Heger (2007)37

Fit Woosley & Heger (2007)

Fit Limongi & Chieffi (2006)

Average Yield

10 12 14 16 18 20 22 24

0.0

0.5

1.0

1.5

2.0

2.5

M (M )

60
Fe

yi
el
d
(1
0−

4 M
)

Breitschwerdt, Feige, 
Schulreich+ (2016)

• Good agreement with crust measurements 
• Results show that LB SNe can be responsible for 

60Fe deposition

Simulations of the Local Superbubble

• Widely accepted origin: several nearby SN explosions in 
the last ~10 Myr (e.g., Smith & Cox 2001)

‣ But, no young stellar cluster could be found inside its 
boundaries

• Berghöfer & Breitschwerdt (2002) searched for moving 
group → Pleiades subgroup B1

• Fuchs+ (2004) analyzed vol. complete sample (D ~ 400 pc) 
using HIPPARCOS and ARIVEL (x-p) phase space data 

• Selection criterion: compact in real & vel. space → 79 B 
stars

• Cluster age: compare cluster turn-off point with isochrones 
(Schaller+ 1992) → τc ~ 20–30 Myr

• COM-trajectory derived from epicyclic eqs.

• Stars entered LB at Δτ ~ 10–15 Myr ago

• Most probable trajectories: using Gaussian error distr. in 
positions and proper motions

• Number of past SNe: IMF (1 star per bin!) for young 
massive stars (Massey+ 1995) → 14–20 SNe exploding 
inside LB

• MS lifetime of SN progenitors: τ = 1.6×108 (M/M⊙)−0.932 yr        
(for 2 ≤ M/M⊙ ≤ 67); results from fitting isochrone data

• Explosion times: texp = τ − τc (assume: coeval star 
formation)

• Combining most probable trajectories & explosion times → 
most probable explosion sites



Mesoscale ISM simulations using publicly available AMR 
(magneto-)hydrodynamics and N-body code RAMSES (Teyssier 2002) 

• Star formation (IMF; collisionless particles represent massive stars) at 
Gal. rate

• Feedback from stellar winds and SNe

• Solar wind bubble (heliosphere)

• Self-gravity of the gas & Galactic gravitational potential

• Heating & CIE cooling for gas with solar metallicity (using CLOUDY code)

Numerical simulations

M. M. Schulreich 6

 Homogeneous background models 
(A & B)

Inhomogeneous background model 
(C)

Box size 3 x 3 x 3 kpc3 3 x 3 x 3 kpc3

Highest grid resolution 0.7 pc (ℓmax = 12) 2.9 pc (ℓmax = 10)
Boundary conditions (vertical faces / 
top and bottom) periodic / periodic periodic / outflow

Total evolution time 12.6 Myr 192.6 Myr
(180 + 12.6 Myr)

Initial gas distribution homogeneous analytical fit to observational data of the 
Galaxy (Ferrière 1998)

External gravitational field no yes

Self-gravity yes no

Simulations of the Local Superbubble



Modeling the Loop I superbubble

Credit: DLR

M. M. Schulreich 7

• Further “boundary condition” …

• ROSAT PSPC observations (Egger 
& Aschenbach 1995): soft X-rays are 
absorbed by nearby neutral shell

• Possibly* result of interaction 
between LB and its neighbouring SB 
Loop I (Breitschwerdt+ 2000)

• Applied previous methodology on 
Loop I clusters Tr 10 and the Vel 
OB2 association to pin down 
generating SNe (19)

Credit: Breitschwerdt+ 
(2000)

LIC

Local  Bubble

Loop I  superbubble

Sco-Cen
association

galactic plane

170 pc

ring

ring

shell

shell

wall

HI clouds

Sun

Credit: Egger & Aschenbach (1995)

Simulations of the Local Superbubble

* See special issue of journal Galaxies: "Searching for Connections among the Fermi Bubbles, the Galactic Center GeV Excess, and Loop I” (2018)



1. Max. grid refinement around Sun → 
accurate 60Fe flux in every time step

2. Fluxes are given at cell centres → 
average over eight grid cells

3. Compute time-integrated flux 
(‘fluence’):

4. Surface density of atoms deposited on 
Earth at time t before present:

‣ Assume isotropic fall-out (cf. Fry+ 
2016) 

‣ 60Fe survival fraction, fU, only 
poorly known; dust factor f ≃ 0.01 
(Fry+ 2015); uptake factor U ≃ 0.5–1 
(Bishop & Egil 2011; Feige + 2012) 
→ take either fU = 0.006 (cf. Knie+ 
2004) or 0.005 (lower limit)

5. Obtain 60Fe number density for each 
crust layer by summing Σ(t) over time 
intervals divided by thickness of layer

6. Relate n60Fe to the density of stable 
iron (i.e. 60Fe/Fe), given by

Calculating the amount of SN-released 60Fe that arrives on Earth

nFe = xFe⇢crustNA
AFe

= 2.47 ⇥ 1021 cm�3

M. M. Schulreich 8

F = (⇢|u|Z )VA
Amu

�t
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Chemical mixing simulations with homogeneous background medium
Evolution of the gas column density distribution (cuts through z = 0 and y = 0)

Model A (~ WIM)
n = 0.1 cm-3 
T = 104 K 
Z/Z⊙ = 1
Δx = 0.7 pc

Model B (~ WNM)
n = 0.3 cm-3 
T = 6800 K 
Z/Z⊙ = 1
Δx = 0.7 pc

M. M. Schulreich 9Simulations of the Local Superbubble



Model B

Model A

• LB and Loop I form almost coevally

• At first: independent evolution, 
formation of cold, dense clumps due 
to instabilities 

• Later on: shells collide after 3.0 
(model A) and 4.6 Myr (model B) → 
RT unstable interaction layer 

• Shells break-up after 6.5 Myr (model 
A) or never (model B)

• ‘Present’ LB extension: (x,y,z) = 
(800,600,760) pc in model A; 
(580,480,540) pc in model B

• Hydrogen density and temperature in 
‘present’ LB cavity: 10−4.2–10−3.9 cm−3, 
106.9–107.1 K in model A;            
10−4.2–10−3 cm−3, 105.8–107 K in 
model B

• Agreement between computed and 
observed extension of bubbles poor 
→ ambient medium not known

• Exact extensions not crucial for 60Fe 
transport modelling as long as the 
solar system resides within the LB; 
exception: supershell arrival

Chemical mixing simulations with homogeneous background medium
Volume rendering of the present-day density distribution

M. M. Schulreich 10Simulations of the Local Superbubble



• Inhomogeneities arising from recent SNe are 
smoothed out over time 

• Injection of turbulence by SNRs running into supershell 
→ generating asymmetric reflected shocks

• Time scale of mixing: 𝜏m ≲ ℓ/a = (100 pc)/(100 km s-1) = 
1 Myr

• 60Fe fairly homogenized since last LB SN occurred 
about 1.5 Myr ago

Chemical mixing simulations with homogeneous background medium
Evolution of the 60Fe mass density distribution (cuts through z = 0 and y = 0)

Model A (~ WIM)
n = 0.1 cm-3

T = 104 K
Z/Z⊙ = 1
Δx = 0.7 pc

Model B (~ WNM)
n = 0.3 cm-3

T = 6800 K
Z/Z⊙ = 1
Δx = 0.7 pc

M. M. Schulreich 11Simulations of the Local Superbubble



Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and 60Fe fluence variation



F
 (

1
0

6
 c

m
-2

)

SN #01

SN #02

SN #03

SN #04

SN #05

SN #06

SN #07

SN #08

SN #09

SN #10

SN #11

SN #12

SN #13

SN #14

SN #15

SN #16

 0

 0.5

 1

 1.5

 2

 2.5

 0  2  4  6  8  10  12  14

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

 0

 0.04

 0.08

 0.12

 0.16

 5.5  6  6.5

Chemical mixing simulations with homogeneous background medium
Model A: Entropy maps and modeled 60Fe/Fe content in the FeMn crust

• Three different types of signals:
1. High and sharp sawtooth waves → Sedov-Taylor-phase 

SNRs (exposure time: Δt ≃ 70–130 kyr ~ shell thickness)

2. Weaker, more extended signals trailing sawtooth waves 
→ blast wave reflected from supershell (SN ‘echoes’)

3. Broad signal at the beginning of the profile (Δt ≳ 300 kyr) 
→ LB supershell arrival

• All pulses entrain fractions of previously released 60Fe 

• 60Fe should arrive on Earth as dust:

‣ ‘Filtering’ due to partial condensation, loss during SNR 
expansion, collision between SNR and solar wind bubble

‣ Remaining f ≃ 1% with grain sizes ≲ 0.2 µm (Fry+ 2015) 
travel almost ballistically through solar system

‣ Combined with recent uptake factor, U = 0.5–1 (Bishop & 
Egli 2011; Feige+ 2012) → lower limit of survival fraction: 
fU ≃ 0.005
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Maximum at t = 2.2 Myr 
due to SNe #14 & 15 + 

reflected shocks

M. M. Schulreich 13Simulations of the Local Superbubble



F
 (

1
0

6
 c

m
-2

)

t (Myr)

SN #01

SN #02

SN #03

SN #04

SN #05

SN #06

SN #07

SN #08

SN #09

SN #10

SN #11

SN #12

SN #13

SN #14

SN #15

SN #16

 0

 0.5

 1

 1.5

 2

 0  2  4  6  8  10  12  14

(a)

(b)

(c)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 2  2.5

F
 (

1
0

6
 c

m
-2

)

t (Myr)

 0

 0.5

 1

 1.5

 2

 0  2  4  6  8  10  12  14

Chemical mixing simulations with homogeneous background medium
Model B: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model B: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model B: Entropy maps and 60Fe fluence variation
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Chemical mixing simulations with homogeneous background medium
Model B: Entropy maps and modeled 60Fe/Fe content in the FeMn crust

Maximum at t = 2.2 Myr 
due to LB supershell 

incorporating SNe #01-15
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Evolution of the Local Interstellar Medium
Atomic hydrogen number density and gas column density distribution (cuts through z = 0 and y = 0; 180 Myr evol. time)
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Chemical mixing simulations with inhomogeneous background medium
Model C: Evolution of the atomic hydrogen number density distribution (cuts through z = 0 and y = 0)

• Launch LB SNe in “suitable” environment
• search for extended region that remains sufficiently 

thin (n ≳ 0.3 cm-3) at least for a few Myr

• dense gas with enough mass and small flow gradients 
for cluster star formation

• Internal structures after ~8 Myr due to influence of 
ambient density/pressure gradients

• ‘Present’ LB extension: (x,y) = (280,260) pc, |z| ≳ 500 
pc (northern half resembles chimney) 

• Hydrogen density and temperature in ‘present’ LB 
cavity: 10−4.1-10−2.2 cm−3, 104.5-106.5 K

Simulations of the Local Superbubble



Chemical mixing simulations with inhomogeneous background medium
Model C: Evolution of the 60Fe mass density distribution (cuts through z = 0 and y = 0)

M. M. Schulreich 18

No interstellar 60Fe background → model gives lower limit of 60Fe content in the local ISM!
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Chemical mixing simulations with inhomogeneous background medium
Model C: Comparison between models and crust measurements 
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• Artificial signal broadening due to 4x lower resolution

• Model C is a hybrid of model A and B:

‣ Fewer pulses due to individual SNe than in model 
A, but more than in model B

‣ Mean density of medium around LB lies in 
between model A and B  [i.e., (n)VA ≃ 0.2 cm-3]

‣ Supershell arrives later than in A, but earlier than 
in B → self-gravity unimportant in LB evolution

LB supershell

SN #14

#15

#16

Maximum at t = 2.2 Myr 
due to SNe #14 & 15 + 

reflected shocks (?)
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Comparison of numerical and analytical results

(B)
(C)
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Supportive findings
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Pacific 
FeMn Crust

(Knie+ 2004)

North Atlantic
Sediment

(Fitoussi+ 2008)

South Atlantic
FeMn Nodules

(Wallner+ 2016)

Indian Ocean
Sediments

(Wallner+ 2016)

Pacific
FeMn Crust

(Wallner+ 2016)

Simulations of the Local Superbubble

1) Extended 60Fe peak (1.5-3.2 Myr ago) in deep-sea archives from all major oceans (Wallner+ 2016)
‣ global phenomenon
‣ width hints at more than one SN

2) Increased 60Fe levels in microfossils dated at 1.8-2.6 Myr (Ludwig+ 2016)

ionization medium. Individual 60Fe ions can thus be identified by their energy de-
position (Bragg curve), which is described in more detail in Supporting Information.

For measurements of the atom ratio 60Fe/Fe, the stable beam of 54Fe9+ is
tuned into a Faraday cup in front of the GAMS, where the typical electrical
current is 30 nA to 150 nA (sample-dependent). Then, the tandem terminal
voltage and the injector magnet are switched to allow 60Fe10+ to pass, and
the Faraday cup is retracted. The 60Fe ions are then individually identified
and counted in the ionization chamber, while the 60Ni background count
rate is only about 10 Hz to 100 Hz. In this manner, a highly selective dis-
crimination of 60Fe against 60Ni and other background sources is achieved, as
demonstrated by the extremely low blank levels obtained with different
blank materials, such as processing blanks and environmental samples. The
concentration of 60Fe/Fe is calculated from the number of 60Fe events counted
by the detector, the measurement time, and the average current of 54Fe9+ in
front of the GAMS. The transmission efficiency between the Faraday cup and
the ionization chamber is canceled out by relating the measured concentra-
tion to the known concentration of a standard sample, which is measured
periodically during a beamtime. For this work, the standard sample PSI-12,
with a concentration 60Fe=Fe= ð1.25± 0.06Þ× 10−12, was used (see Supporting
Information). The transmission efficiency of the entire system (including ion
source yield, stripping yield, ion optical transmissions, and software cuts)
during 60Fe measurements is in the range (1–4)× 10−4.

Results
A total of 111 sediment samples (67 from core 848 and 44 from
core 851), each with a mass of ∼ 35 g, were treated with our CBD
protocol, yielding ∼ 5 mg AMS samples consisting of Fe2O3. Each
AMS sample was measured for an average of 4 h until the sample
material was exhausted, yielding one 60Fe event, on average, and a
total of 86 events integrated over both cores (42 in core 848 and 47
in core 851). Details of the 60Fe event selection analysis can be
found in Supporting Information and Figs. S5 and S6. Thus, several
AMS samples have been grouped together to increase counting

statistics, and our 60Fe/Fe results are displayed in Fig. 2. Owing to
the availability of several near-surface (0 Ma to 1 Ma) and very deep
(7 Ma to 8 Ma) samples in core 848, the presence of a distinct 60Fe
signal could be clearly identified (Fig. 2A). The data are com-
plemented by the observation of a similar signal in core 851 (Fig.
2B), which is characterized by a ∼1.5 times lower 60Fe/Fe ratio. The
onset of the 60Fe signal occurs at ð2.7± 0.1Þ Ma and is centered at
(2.2± 0.1) Ma. The signal termination is not as clear, because it
remains slightly above the 1σ blank level until around 1.5 Ma,
according to the data grouping used in Fig. 2A. A detailed analysis
averaging over both sediment cores and several data groupings yields
a more conservative estimate for the termination time of (1.7± 0.2)
Ma; this results in a (1.0± 0.3) Ma long exposure of the Earth to
the influx of 60Fe. The 60Fe flux, concomitant with the data of Fig. 2,
is shown in Fig. S7 (see Supporting Information for its derivation).
An overview of the collected AMS data split into three age re-

gions (<1.8Ma, 1.8 Ma to 2.6 Ma, >2.6Ma) is shown in Table 1. An
estimate for the significance of the 60Fe signal in the peak region can
be obtained by applying the procedure suggested by ref. 45 for the
superposition of two Poisson processes (i.e., signal and background).
As a control region (no expected signal), we selected (i) the pro-
cessing blank and, for comparison, (ii) the <1.8-Ma age interval of
each respective sediment core. The second choice is rather conser-
vative, because this overestimates the background signal. In the case
of i, the procedure yields a significance (in multiples of σ) of 5.2 and
3.9 for cores 848 and 851, respectively. In the case of ii, these values
become 7.2 and 2.0 (after subtraction of the blank level). The sig-
nificance for core 851 is low in the case of ii, because only little data
were collected in the control region.
A useful measure for the intensity of the total 60Fe exposure is

given by the terrestrial (Φter) fluence of 60Fe. Φter represents the
time-integrated, decay-corrected flux of 60Fe into a given terres-
trial reservoir over the entire exposure time. To sum up the
contributions of all sediment layers in the signal range, the fol-
lowing integral is computed to calculate the average concentration
of 60Fe/Fe in the signal range:

!C= ðt2 − t1Þ−1
Z t2

t1
Cð60Fe=FeÞdt [1]

The average terrestrial 60Fe fluence, Φter, is then given by

Φter = !Cρrsedðt2 − t1ÞYCBD NA=W Fe, [2]

where ρ is the dry sediment density, rsed is the sedimentation rate,
YCBD is the efficiency-corrected CBD yield of extracted iron per
unit mass of dry sediment, NA is Avogadro’s number, and W Fe is
the molecular weight of iron. Using ðt2 − t1Þ= ð1.0± 0.3Þ Ma as a
nominal signal duration results in a terrestrial fluence into our sed-
iments of Φ848

ter = ð4.7± 1.6Þ× 105 atoms per square centimeter
(at/cm2) and Φ851

ter = ð8.8± 2.9Þ× 105 at/cm2 for cores 848 and 851,
respectively. The slightly different values and larger errors com-
pared with Table 1 result from an averaging over different exposure
times ðt2 − t1Þ, whereas the fluences in Table 1 were calculated for a
fixed ðt2 − t1Þ= 0.8 Ma. For the following discussion, we use the
error-weighted mean of the fluences determined in both sediment
cores, which is Φsed

ter = ð5.6± 1.8Þ× 105 at/cm2 (taking into account
an additional 10% uncertainty for the signal duration).
To compare this result with the fluence obtained by ref. 11 for

the Pacific Ocean FeMn crust, several correction factors must first
be applied. Since those results were published, the half-life of 60Fe
has undergone a revision (2, 3); the half-life of 10Be, which was
used to convert the crust growth rate to geological time, has also
been redetermined (46, 47). A correction for the different 60Fe
standard samples used (which became available due to advanced
cross-calibration measurements) must also be taken into account.
The resulting, decay-corrected, terrestrial fluence derived from
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Fig. 2. The 60Fe/Fe atom ratio determined in all sediment samples of cores
(A) 848 and (B) 851. The y error bars indicate 1σ statistical uncertainties. The
x axis ranges were chosen according to the availability of sample material.
The x error bars represent core depth of sample material used for each data
point. Each data point contains three to six adjacent individual AMS sam-
ples grouped together. The blank level and its 1σ upper limit (u.l.) are
shown for a chemical processing blank. Note that A has a broken time axis
relative to B.
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ionization medium. Individual 60Fe ions can thus be identified by their energy de-
position (Bragg curve), which is described in more detail in Supporting Information.
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and counted in the ionization chamber, while the 60Ni background count
rate is only about 10 Hz to 100 Hz. In this manner, a highly selective dis-
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front of the GAMS. The transmission efficiency between the Faraday cup and
the ionization chamber is canceled out by relating the measured concentra-
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periodically during a beamtime. For this work, the standard sample PSI-12,
with a concentration 60Fe=Fe= ð1.25± 0.06Þ× 10−12, was used (see Supporting
Information). The transmission efficiency of the entire system (including ion
source yield, stripping yield, ion optical transmissions, and software cuts)
during 60Fe measurements is in the range (1–4)× 10−4.

Results
A total of 111 sediment samples (67 from core 848 and 44 from
core 851), each with a mass of ∼ 35 g, were treated with our CBD
protocol, yielding ∼ 5 mg AMS samples consisting of Fe2O3. Each
AMS sample was measured for an average of 4 h until the sample
material was exhausted, yielding one 60Fe event, on average, and a
total of 86 events integrated over both cores (42 in core 848 and 47
in core 851). Details of the 60Fe event selection analysis can be
found in Supporting Information and Figs. S5 and S6. Thus, several
AMS samples have been grouped together to increase counting

statistics, and our 60Fe/Fe results are displayed in Fig. 2. Owing to
the availability of several near-surface (0 Ma to 1 Ma) and very deep
(7 Ma to 8 Ma) samples in core 848, the presence of a distinct 60Fe
signal could be clearly identified (Fig. 2A). The data are com-
plemented by the observation of a similar signal in core 851 (Fig.
2B), which is characterized by a ∼1.5 times lower 60Fe/Fe ratio. The
onset of the 60Fe signal occurs at ð2.7± 0.1Þ Ma and is centered at
(2.2± 0.1) Ma. The signal termination is not as clear, because it
remains slightly above the 1σ blank level until around 1.5 Ma,
according to the data grouping used in Fig. 2A. A detailed analysis
averaging over both sediment cores and several data groupings yields
a more conservative estimate for the termination time of (1.7± 0.2)
Ma; this results in a (1.0± 0.3) Ma long exposure of the Earth to
the influx of 60Fe. The 60Fe flux, concomitant with the data of Fig. 2,
is shown in Fig. S7 (see Supporting Information for its derivation).
An overview of the collected AMS data split into three age re-

gions (<1.8Ma, 1.8 Ma to 2.6 Ma, >2.6Ma) is shown in Table 1. An
estimate for the significance of the 60Fe signal in the peak region can
be obtained by applying the procedure suggested by ref. 45 for the
superposition of two Poisson processes (i.e., signal and background).
As a control region (no expected signal), we selected (i) the pro-
cessing blank and, for comparison, (ii) the <1.8-Ma age interval of
each respective sediment core. The second choice is rather conser-
vative, because this overestimates the background signal. In the case
of i, the procedure yields a significance (in multiples of σ) of 5.2 and
3.9 for cores 848 and 851, respectively. In the case of ii, these values
become 7.2 and 2.0 (after subtraction of the blank level). The sig-
nificance for core 851 is low in the case of ii, because only little data
were collected in the control region.
A useful measure for the intensity of the total 60Fe exposure is

given by the terrestrial (Φter) fluence of 60Fe. Φter represents the
time-integrated, decay-corrected flux of 60Fe into a given terres-
trial reservoir over the entire exposure time. To sum up the
contributions of all sediment layers in the signal range, the fol-
lowing integral is computed to calculate the average concentration
of 60Fe/Fe in the signal range:

!C= ðt2 − t1Þ−1
Z t2

t1
Cð60Fe=FeÞdt [1]

The average terrestrial 60Fe fluence, Φter, is then given by

Φter = !Cρrsedðt2 − t1ÞYCBD NA=W Fe, [2]

where ρ is the dry sediment density, rsed is the sedimentation rate,
YCBD is the efficiency-corrected CBD yield of extracted iron per
unit mass of dry sediment, NA is Avogadro’s number, and W Fe is
the molecular weight of iron. Using ðt2 − t1Þ= ð1.0± 0.3Þ Ma as a
nominal signal duration results in a terrestrial fluence into our sed-
iments of Φ848

ter = ð4.7± 1.6Þ× 105 atoms per square centimeter
(at/cm2) and Φ851

ter = ð8.8± 2.9Þ× 105 at/cm2 for cores 848 and 851,
respectively. The slightly different values and larger errors com-
pared with Table 1 result from an averaging over different exposure
times ðt2 − t1Þ, whereas the fluences in Table 1 were calculated for a
fixed ðt2 − t1Þ= 0.8 Ma. For the following discussion, we use the
error-weighted mean of the fluences determined in both sediment
cores, which is Φsed

ter = ð5.6± 1.8Þ× 105 at/cm2 (taking into account
an additional 10% uncertainty for the signal duration).
To compare this result with the fluence obtained by ref. 11 for

the Pacific Ocean FeMn crust, several correction factors must first
be applied. Since those results were published, the half-life of 60Fe
has undergone a revision (2, 3); the half-life of 10Be, which was
used to convert the crust growth rate to geological time, has also
been redetermined (46, 47). A correction for the different 60Fe
standard samples used (which became available due to advanced
cross-calibration measurements) must also be taken into account.
The resulting, decay-corrected, terrestrial fluence derived from
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Fig. 2. The 60Fe/Fe atom ratio determined in all sediment samples of cores
(A) 848 and (B) 851. The y error bars indicate 1σ statistical uncertainties. The
x axis ranges were chosen according to the availability of sample material.
The x error bars represent core depth of sample material used for each data
point. Each data point contains three to six adjacent individual AMS sam-
ples grouped together. The blank level and its 1σ upper limit (u.l.) are
shown for a chemical processing blank. Note that A has a broken time axis
relative to B.
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Fig. 15: Four vertical planar cuts in the 3D opacity maps in planes containing the ROSAT 3/4 keV X-ray bright spots labeled 1 to 4
in Puspitarini et al. (2014) and here as a) to d); the black dashed ellipses show the likely locations of the corresponding SNRs; the
latitudinal grid is every 10 deg.

obtain reddening curves estimated through integration in the 3D
opacity distribution along with rough estimates of the uncertain-
ties on distances of the structures and reddening. We plan to up-
date the maps and improve online tools when additional data are
included in the inversion.
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Fig. 15: Four vertical planar cuts in the 3D opacity maps in planes containing the ROSAT 3/4 keV X-ray bright spots labeled 1 to 4
in Puspitarini et al. (2014) and here as a) to d); the black dashed ellipses show the likely locations of the corresponding SNRs; the
latitudinal grid is every 10 deg.

obtain reddening curves estimated through integration in the 3D
opacity distribution along with rough estimates of the uncertain-
ties on distances of the structures and reddening. We plan to up-
date the maps and improve online tools when additional data are
included in the inversion.
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L. Capitanio et al.: Three-dimensional mapping of the local interstellar medium with composite data

Fig. 5: Planar cut along the Galactic plane in the inverted 3D distribution D shown in Fig 4, panel d. The color scale is same as in
Fig 3. Top: the entire 4000pc ⇥ 4000pc computed area. Bottom: Zoom in a 1000 pc ⇥ 1000 pc area around the Sun.

mapping, the increased compactness of the foreground structure
shows that the new data do not contradict the old data and instead
help shape the close clouds.

We finally consider the Cepheus region in the second quad-
rant (Fig 11). There are several clouds distributed in the same re-
gion of the sky, which is a very good test for the inversions. Here,
the number of targets in the longitude interval l=(105�;115�) in-
creases from 390 to 664. It can be seen that the large structure
at distances between 200 and 300 pc and at heights above the
Galactic plane between 0 and 150 pc is now more clearly de-
composed into three cores and an additional fourth cloud just
below the Galactic plane at ' 300 pc. This last structure below
the Galactic plane had apparently been erroneously associated
spatially with a more distant and wide structure at 500 pc. As
a result of Gaia distances and additional targets, its location has

now been better defined. Indeed, the final distribution D (bottom
panel of Fig 11 and section 4.3) confirms this new location. Be-
hind those structures a hole as well as two di↵erent more distant
clouds are revealed near the Galactic plane. The large structure
located at about 400 pc in distribution A, which was derived from
only a few targets, is now much better defined and significantly
displaced farther away at about 500 pc. This again shows that us-
ing infrared data enables the mapping of distributed clouds and
holes between them.

4.3. Inversion of merged data using the Pan-STARRS-based
prior 3D distribution

We performed an additional inversion (inversion D) of the set of
LVV+ APOGEE targets, this time replacing the plane-parallel
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4) Soft X-ray emitting cavities in 3D local interstellar dust maps match estimated sites of the two most recent 
SNe (Capitanio+ 2017)
‣ Directions within 3° and 7°, respectively
‣ Similar distances

Regions lying in directions of ROSAT 3/4 keV X-ray brightness enhancements  (cf. Puspitarini+ 2014)

Jim Irwin & Apollo 15 rover

Credit: NASA

3) Enhanced 60Fe signatures in lunar soil samples from Apollo 12, 15, and 16 (Fimiani+ 2016)
‣ No time-resolved measurements due to ‘gardening’ and absence of sedimentation
‣ Detected integrated fluence (F ~ 107–6×107 cm−2) compatible with LB model if, e.g., U = 1, f = 0.016 

profiles show an undersaturated activity of 53Mn in the top
centimeters, followed by a smooth profile at greater depths
[15,16]. From the Apollo 16 mission (Descartes plateau
8°58022.8400 S, 15°30000.6800 E) we received three samples,
one sample each from skimmed soil 69921, the underlying
scooped soil 69941, and the underboulder soil 69961.
The uppermost sample of these three, 69921, shows rather
high 26Al and 53Mn activities, which presumably have been
produced by solar cosmic rays on the surface of a boulder
from which material eroded and fell onto the surface of the
adjacent regolith [17]. For more details on the samples,
please refer to Ref. [18].

60Fe concentrations.—At present, only accelerator mass
spectrometry has the capability to determine 60Fe concen-
trations in subgram lunar samples. The measurements
were performed at the GAMS setup at the Maier-Leibnitz
Laboratorium in Garching, Germany, which has a
sensitivity for measuring 60Fe=Fe atom ratios of 10−16

and below [18–20]. The measured 60Fe depth profiles are
shown in Fig. 1 (see also Table I in Ref. [18]). Figure 1(a)
shows the ratio of 60Fe to total iron compared with the
background level, indicated with a dashed line. This level
was determined by the measurement of a processing blank
sample (60Fe free). Twelve samples show concentrations

well above the blank level (60Fe=Fe ¼ 2 × 10−16). Two
samples have no detectable 60Fe. The large errors are due to
the low counting statistics [25] associated with the low
60Fe=Fe atom ratios observed. Since the production of 60Fe
by cosmic radiation also has to be taken into account, we
show in Fig. 1(b) the 60Fe activities per kilogram of nickel,
the main target element, calculated using the nickel con-
centration (see Table I in Ref. [18]). In both figures, the
depths in g=cm2 were calculated using measured depths in
centimeters and the bulk density for each set of samples:
1.92 g=cm2 for core 12025, 1.65 g=cm3 for 15008, and
1.50 g=cm3 for 60007=6 [11]; for samples 69921=41=61 a
typical value of 1.50 g=cm3 was used because of a lack of
information on the density of these samples.
Contribution from cosmic ray production.—It is impor-

tant to assess the possible contributions of SCRs and GCRs
to the concentrations of 60Fe present in the lunar samples.
Here, it is not the isotopic ratio that is relevant but the ratio
with respect to the dominant target elements. Traditionally,
the number of radionuclei is expressed as their activity, in
disintegrations per minute (dpm). The expected saturation
activity due to irradiation with SCRs was calculated
with the TALYS code [26] in a similar way as described
in Ref. [27]. Included in these calculations are the
cross sections for the nuclear reactions natFeðα; XÞ60Fe,
natNiðp;XÞ60Fe, and natNiðα; XÞ60Fe. The solar-proton flux
was assumed to decrease with expð−R=R0Þ, where R ¼
pc=ðZeÞ is the magnetic rigidity and R0 ¼ 90 MV is the
rigidity parameter, and to have an omnidirectional flux ≥
10 MeV of 73p=ðcm2 sÞ. For the solar alpha particles
we assumed R0 ¼ 75 MV and an omnidirectional flux
for ≥ 10 MeV of 7.5α=ðcm2 sÞ. Higher values of R0 imply
larger fractions of high-energy particles. The results for
the production of 60Fe by particles for 1 ≤ Ep ≤ 100 MeV,
at the surface and just below, are shown in Fig. 1(b).
The empty triangles and squares show the calculations of
the expected SCR production of 60Fe in the positions of the
Apollo 12 and 16 samples, respectively. SCR production
is largest at the surface and then decreases rapidly with
increasing depth. At the depths estimated for our shallo-
west samples, 0.4 g=cm2, the measured 60Fe activities of
1–20 dpm=ðkgNiÞ exceed the calculations by a factor of 30
or more; the factor is even larger for the samples taken from
greater depths. We conclude that the SCR production of
60Fe is at most 10% in near-surface samples and much less
than 10% in samples at greater depth.
GCR contributions to 60Fe may arise in two ways, either

through the presence in the lunar soil of a meteoritic
component that contains 60Fe, or as the result of in situ
production. We can constrain the former by comparing the
60Fe in the lunar soils with the 60Fe activities measured in
meteorites (see Refs. [21–24]; a summary of these can also
be found in Table III in Ref. [18]). The meteorite activities
will differ from lunar ones because of differences in the
average irradiation geometries. The weighted mean for

FIG. 1. This graph shows, as a function of depth, on a
logarithmic scale, (a) the concentration of 60Fe=Fe compared
with the blank level (dashed line) during these measurements and
(b) disintegrations per minute per kilogram of Ni [dpm=ðkgNiÞ],
compared with the average activity measured in meteorites
[thin shaded region at 0.5 dpm=ðkgNiÞ], published up to this
date (Refs. [21–24]; see Ref. [18] for a summary of these). The
labeling of the data points is specified in Tables I and II in
Ref. [18]. The empty triangles and squares show the calculation
of the expected contribution for the SCR spallation production
of 60Fe in the positions of the Apollo 12 and 16 landings,
respectively. The error bars indicate the 1σ confidence level [25].
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profiles show an undersaturated activity of 53Mn in the top
centimeters, followed by a smooth profile at greater depths
[15,16]. From the Apollo 16 mission (Descartes plateau
8°58022.8400 S, 15°30000.6800 E) we received three samples,
one sample each from skimmed soil 69921, the underlying
scooped soil 69941, and the underboulder soil 69961.
The uppermost sample of these three, 69921, shows rather
high 26Al and 53Mn activities, which presumably have been
produced by solar cosmic rays on the surface of a boulder
from which material eroded and fell onto the surface of the
adjacent regolith [17]. For more details on the samples,
please refer to Ref. [18].

60Fe concentrations.—At present, only accelerator mass
spectrometry has the capability to determine 60Fe concen-
trations in subgram lunar samples. The measurements
were performed at the GAMS setup at the Maier-Leibnitz
Laboratorium in Garching, Germany, which has a
sensitivity for measuring 60Fe=Fe atom ratios of 10−16

and below [18–20]. The measured 60Fe depth profiles are
shown in Fig. 1 (see also Table I in Ref. [18]). Figure 1(a)
shows the ratio of 60Fe to total iron compared with the
background level, indicated with a dashed line. This level
was determined by the measurement of a processing blank
sample (60Fe free). Twelve samples show concentrations

well above the blank level (60Fe=Fe ¼ 2 × 10−16). Two
samples have no detectable 60Fe. The large errors are due to
the low counting statistics [25] associated with the low
60Fe=Fe atom ratios observed. Since the production of 60Fe
by cosmic radiation also has to be taken into account, we
show in Fig. 1(b) the 60Fe activities per kilogram of nickel,
the main target element, calculated using the nickel con-
centration (see Table I in Ref. [18]). In both figures, the
depths in g=cm2 were calculated using measured depths in
centimeters and the bulk density for each set of samples:
1.92 g=cm2 for core 12025, 1.65 g=cm3 for 15008, and
1.50 g=cm3 for 60007=6 [11]; for samples 69921=41=61 a
typical value of 1.50 g=cm3 was used because of a lack of
information on the density of these samples.
Contribution from cosmic ray production.—It is impor-

tant to assess the possible contributions of SCRs and GCRs
to the concentrations of 60Fe present in the lunar samples.
Here, it is not the isotopic ratio that is relevant but the ratio
with respect to the dominant target elements. Traditionally,
the number of radionuclei is expressed as their activity, in
disintegrations per minute (dpm). The expected saturation
activity due to irradiation with SCRs was calculated
with the TALYS code [26] in a similar way as described
in Ref. [27]. Included in these calculations are the
cross sections for the nuclear reactions natFeðα; XÞ60Fe,
natNiðp;XÞ60Fe, and natNiðα; XÞ60Fe. The solar-proton flux
was assumed to decrease with expð−R=R0Þ, where R ¼
pc=ðZeÞ is the magnetic rigidity and R0 ¼ 90 MV is the
rigidity parameter, and to have an omnidirectional flux ≥
10 MeV of 73p=ðcm2 sÞ. For the solar alpha particles
we assumed R0 ¼ 75 MV and an omnidirectional flux
for ≥ 10 MeV of 7.5α=ðcm2 sÞ. Higher values of R0 imply
larger fractions of high-energy particles. The results for
the production of 60Fe by particles for 1 ≤ Ep ≤ 100 MeV,
at the surface and just below, are shown in Fig. 1(b).
The empty triangles and squares show the calculations of
the expected SCR production of 60Fe in the positions of the
Apollo 12 and 16 samples, respectively. SCR production
is largest at the surface and then decreases rapidly with
increasing depth. At the depths estimated for our shallo-
west samples, 0.4 g=cm2, the measured 60Fe activities of
1–20 dpm=ðkgNiÞ exceed the calculations by a factor of 30
or more; the factor is even larger for the samples taken from
greater depths. We conclude that the SCR production of
60Fe is at most 10% in near-surface samples and much less
than 10% in samples at greater depth.
GCR contributions to 60Fe may arise in two ways, either

through the presence in the lunar soil of a meteoritic
component that contains 60Fe, or as the result of in situ
production. We can constrain the former by comparing the
60Fe in the lunar soils with the 60Fe activities measured in
meteorites (see Refs. [21–24]; a summary of these can also
be found in Table III in Ref. [18]). The meteorite activities
will differ from lunar ones because of differences in the
average irradiation geometries. The weighted mean for

FIG. 1. This graph shows, as a function of depth, on a
logarithmic scale, (a) the concentration of 60Fe=Fe compared
with the blank level (dashed line) during these measurements and
(b) disintegrations per minute per kilogram of Ni [dpm=ðkgNiÞ],
compared with the average activity measured in meteorites
[thin shaded region at 0.5 dpm=ðkgNiÞ], published up to this
date (Refs. [21–24]; see Ref. [18] for a summary of these). The
labeling of the data points is specified in Tables I and II in
Ref. [18]. The empty triangles and squares show the calculation
of the expected contribution for the SCR spallation production
of 60Fe in the positions of the Apollo 12 and 16 landings,
respectively. The error bars indicate the 1σ confidence level [25].
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profiles show an undersaturated activity of 53Mn in the top
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[15,16]. From the Apollo 16 mission (Descartes plateau
8°58022.8400 S, 15°30000.6800 E) we received three samples,
one sample each from skimmed soil 69921, the underlying
scooped soil 69941, and the underboulder soil 69961.
The uppermost sample of these three, 69921, shows rather
high 26Al and 53Mn activities, which presumably have been
produced by solar cosmic rays on the surface of a boulder
from which material eroded and fell onto the surface of the
adjacent regolith [17]. For more details on the samples,
please refer to Ref. [18].

60Fe concentrations.—At present, only accelerator mass
spectrometry has the capability to determine 60Fe concen-
trations in subgram lunar samples. The measurements
were performed at the GAMS setup at the Maier-Leibnitz
Laboratorium in Garching, Germany, which has a
sensitivity for measuring 60Fe=Fe atom ratios of 10−16

and below [18–20]. The measured 60Fe depth profiles are
shown in Fig. 1 (see also Table I in Ref. [18]). Figure 1(a)
shows the ratio of 60Fe to total iron compared with the
background level, indicated with a dashed line. This level
was determined by the measurement of a processing blank
sample (60Fe free). Twelve samples show concentrations

well above the blank level (60Fe=Fe ¼ 2 × 10−16). Two
samples have no detectable 60Fe. The large errors are due to
the low counting statistics [25] associated with the low
60Fe=Fe atom ratios observed. Since the production of 60Fe
by cosmic radiation also has to be taken into account, we
show in Fig. 1(b) the 60Fe activities per kilogram of nickel,
the main target element, calculated using the nickel con-
centration (see Table I in Ref. [18]). In both figures, the
depths in g=cm2 were calculated using measured depths in
centimeters and the bulk density for each set of samples:
1.92 g=cm2 for core 12025, 1.65 g=cm3 for 15008, and
1.50 g=cm3 for 60007=6 [11]; for samples 69921=41=61 a
typical value of 1.50 g=cm3 was used because of a lack of
information on the density of these samples.
Contribution from cosmic ray production.—It is impor-

tant to assess the possible contributions of SCRs and GCRs
to the concentrations of 60Fe present in the lunar samples.
Here, it is not the isotopic ratio that is relevant but the ratio
with respect to the dominant target elements. Traditionally,
the number of radionuclei is expressed as their activity, in
disintegrations per minute (dpm). The expected saturation
activity due to irradiation with SCRs was calculated
with the TALYS code [26] in a similar way as described
in Ref. [27]. Included in these calculations are the
cross sections for the nuclear reactions natFeðα; XÞ60Fe,
natNiðp;XÞ60Fe, and natNiðα; XÞ60Fe. The solar-proton flux
was assumed to decrease with expð−R=R0Þ, where R ¼
pc=ðZeÞ is the magnetic rigidity and R0 ¼ 90 MV is the
rigidity parameter, and to have an omnidirectional flux ≥
10 MeV of 73p=ðcm2 sÞ. For the solar alpha particles
we assumed R0 ¼ 75 MV and an omnidirectional flux
for ≥ 10 MeV of 7.5α=ðcm2 sÞ. Higher values of R0 imply
larger fractions of high-energy particles. The results for
the production of 60Fe by particles for 1 ≤ Ep ≤ 100 MeV,
at the surface and just below, are shown in Fig. 1(b).
The empty triangles and squares show the calculations of
the expected SCR production of 60Fe in the positions of the
Apollo 12 and 16 samples, respectively. SCR production
is largest at the surface and then decreases rapidly with
increasing depth. At the depths estimated for our shallo-
west samples, 0.4 g=cm2, the measured 60Fe activities of
1–20 dpm=ðkgNiÞ exceed the calculations by a factor of 30
or more; the factor is even larger for the samples taken from
greater depths. We conclude that the SCR production of
60Fe is at most 10% in near-surface samples and much less
than 10% in samples at greater depth.
GCR contributions to 60Fe may arise in two ways, either

through the presence in the lunar soil of a meteoritic
component that contains 60Fe, or as the result of in situ
production. We can constrain the former by comparing the
60Fe in the lunar soils with the 60Fe activities measured in
meteorites (see Refs. [21–24]; a summary of these can also
be found in Table III in Ref. [18]). The meteorite activities
will differ from lunar ones because of differences in the
average irradiation geometries. The weighted mean for

FIG. 1. This graph shows, as a function of depth, on a
logarithmic scale, (a) the concentration of 60Fe=Fe compared
with the blank level (dashed line) during these measurements and
(b) disintegrations per minute per kilogram of Ni [dpm=ðkgNiÞ],
compared with the average activity measured in meteorites
[thin shaded region at 0.5 dpm=ðkgNiÞ], published up to this
date (Refs. [21–24]; see Ref. [18] for a summary of these). The
labeling of the data points is specified in Tables I and II in
Ref. [18]. The empty triangles and squares show the calculation
of the expected contribution for the SCR spallation production
of 60Fe in the positions of the Apollo 12 and 16 landings,
respectively. The error bars indicate the 1σ confidence level [25].
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5) Connection to cosmic rays
‣ During 17 years, ACE-CRIS experiment collected 3.55×105 iron nuclei; among them are 15 60Fe nuclei
‣ CRIS energy range: ~100–500 MeV/nuc → acceleration of nuclei by SN blast waves (1st order Fermi process)
‣ 60Fe/56Fe ratio → time elapsed since ejection: a few Myr
‣ Distance to source from 60Fe half-life: < 620pc (diffusion model!) (Binns+ 2016)
‣ PAMELA/AMS-02 measured excess of positrons and antiprotons ≥ 20 GeV, plus discrepancy in slope of protons 

and heavier nuclei → consistent with SN source at ~100 pc distance 2–3 Myr ago (Kachelrieß+ 2015, 2018)
‣ Yet undiscovered pulsar in LB (d ~ 30—80 pc, Ė ~ 1033—34 erg s-1) responsible for local high-energy cosmic ray 

electron spectrum (López-Coto+ 2018)

  
  

Fig. 2. Mass histograms of the 
observed iron and cobalt nuclei. 
(A) The mass histogram of iron 
nuclei detected during the first 17 
years in orbit is plotted. Clear 
peaks are seen for masses 54, 55, 
56, and 58 amu, with a shoulder at 
mass 57 amu. Centered at 60 amu 
are 15 events that we identify as 
the very rare radioactive 60Fe 
nuclei. There are 2.95 × 105 events 
in the 56Fe peak. From these data 
we obtain an 60Fe/56Fe ratio of (4.6 
± 1.7) × 10−5 near Earth and (7.5 ± 
2.9) × 10−5 at the acceleration 
source. (B) The mass histogram of 
cobalt isotopes from the same data 
set are plotted. Note that 59Co in 
panel B has roughly the same 
number of events as are in the 58Fe 
peak in panel A. To the right of 59Co 
there is only a single event spaced 
two mass units to the right of 59Co, 
while there are 15 events in the 
location of 60Fe, which is two mass 
units from 58Fe. This is a strong 
argument that most of the 15 
nuclei identified as 60Fe are really 
60Fe, and not a tail of the 58Fe 
distribution. 
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3

attempt to match the observed LAES at TeV energies
for a single source and a slow di↵usion coe�cient. The
following are the free parameters of the fit with their
allowed ranges:

• Distance (25 pc< d <100 pc)

• Spectral index of injected electrons (0< ↵ <3)

The characteristic age ⌧c is not a critical parameter
if the equilibrium where all electrons in the 1–20 TeV
regime are already cooled has been reached. Therefore,
for sources with age >⇠300 kyr this parameter does not af-
fect the measurements(see Figure 11 of [18]). For younger
pulsars, they could not account for all the LAES above
1 TeV as it is required for this di↵usion coe�cient by
Figure 1. Hence for this study we fix ⌧c to the 342 kyr
value of Geminga [21]. The amount of energy into elec-
trons is derived by normalization to the measured flux
(see below).

After calculating the LAES for a grid of the parame-
ters in the ranges above, we fit the spectrum between 1
and 20 TeV using a single power-law and choose for each
distance the ↵ that produces the closest spectral index to
that measured by H.E.S.S. in the same energy range. We
consider three di↵erent magnetic field strengths (B = 3, 4
and 5 µG) to investigate the dependence on synchrotron
losses. The results for the best fit values for every pair of
d�↵ are shown in Figure 2. For every pair of values, the
best fit requires a di↵erent energy into electrons µĖ to fit
H.E.S.S. data in this energy range. Here µ is the fraction
of the total spin-down power that is transformed into
electrons. The relationship between distance and pre-
dicted slope, and hence the requirement for a di↵erent
injection index, is illustrated in [18]. Contrary to intu-
ition, nearby sources require a higher spin-down power
than more distant ones. This is the result of requiring
a much softer spectral index for the injected electrons
for close-by sources to reproduce the H.E.S.S. spectral
index, which implies fewer electrons injected at high en-
ergies. At some distance that depends on the magnetic
field strength assumed, the distance dominates again over
the softening of the spectrum and the Ė increases again.
We find that the pulsar producing the LAES between 1
and 20 TeV should be located between 25–80 pc, with
an Ė of 1033�34 erg/s, with e↵ectively no constraint on
the injection spectral index. The di↵erent magnetic fields
considered do not significantly change the conclusion.

In Figure 3, we show the LAES for di↵erent P0 values
for the example of a pulsar located at 50 pc, with cor-
responding best fit values of ↵=2.4 and Ė = 1.3 ⇥ 1033

erg/s. The overall shape of the spectrum at TeV ener-
gies is consistent, but it is clear that short initial periods
(P0

<⇠ 140 ms) overshoot the measured LAES at low en-
ergies. However, as discussed in [18], those parameters
relating to the early evolution of the pulsar (⌧0, n and
P0) have a large e↵ect on the prediction in the energy

FIG. 3. All electron spectrum measured at the Earth with
AMS [22] and H.E.S.S. [9] data points compared to pre-
dictions for a single PWN The colored lines correspond to
the LAES contribution of a single pulsar located at 50 pc,
Ė = 1.3 ⇥ 1033 erg/s, ↵ = 2.4, an ISM magnetic field of
B = 3 µG and a range of values for P0.

range where the spectrum is uncooled. For the assumed
source age and slow di↵usion this occurs below ' 1 TeV.
We note that the assumption of escape without losses
becomes increasingly questionable in the early life of a
PWN and hence the lowest energy predictions can be
seen as upper limits. At higher energies however evo-
lutionary uncertainties are less critical and in the TeV
range the single source predictions are more robust. Fur-
thermore, below 1 TeV multiple sources may contribute
and a population model is needed to predict the result-
ing LAES. The requirement for the single source model is
therefore consistency with the LAES at TeV energies and
to not overshoot the total e+ and e� fluxes at lower en-
ergies. Birth periods greater than ⇠160 ms are therefore
disfavored as they do not produce su�cient flux around
2 TeV.

Figure 4 shows the measured positron fraction and pre-
dictions from the single source model. We assume that
equal fluxes of electrons and positrons are injected by the
hypothetical nearby PWN and a contribution from sec-
ondary positrons following [19]. As for Figure 3 curves for
di↵erent values of the pulsar birth period P0 are shown.
Short birth periods (P0

<⇠ 140 ms) are again formally ex-
cluded, but as discussed above this constraint is readily
avoided by considering significant losses before escape for
those electrons accelerated in the early life of the PWN.

4

FIG. 4. Positron fraction measured at the Earth using AMS
[23] and PAMELA [24]. The blue solid line corresponds to the
predicted positron fraction due to secondary production from
[19]. The colored lines correspond to the positron fraction
with this level of secondaries plus a single PWN as for Figure
3.

As Figure 1 illustrates, more than one pulsar is expected
to contribute to the LAES and therefore to the positron
fraction at energies below hundreds of GeV. However the
dominance of a single PWN at high energies necessitates
a further rise in the positron fraction beyond the range
of current measurements ultimately reaching 0.5, and in-
deed this is the case for any PWN-dominated model.

The final observational constraint that we consider is
the anisotropy of the all-electron flux. Using the LAES,
its gradient and the di↵usion coe�cient, we calculate the
anisotropy using equation 3.2 of [25]. We show the result
for curves with a range of P0 that is consistent with the
previous constraints. Figure 5 shows the resulting pre-
dictions together with the upper limits established from
Fermi-LAT [26].

We note that the conclusions of required birth peri-
ods are somewhat modified for values of distance and
ISM magnetic field di↵ering from the 50 pc and 3 µG as-
sumptions made for Figures 3, 4 and 5. However, as Fig-
ure 2 shows, solutions exist for a range of distances and
magnetic fields provided appropriate choices are made for
injected electron spectral index and injection power.

FIG. 5. Expected anisotropy due to the single local source
simulated in Figures 3 and 4. Fermi upper limits are shown as
blue arrows. The color code for the single pulsar contribution
is the same as on the aforementioned figures.

DISCUSSION

As shown in the previous section the high energy LAES
can plausibly be explained by particle acceleration in a
single PWN only if it is very local (within ⇠80 pc) more
than ⇠ 3⇥ ⇠ 105 years old and with Ė ⇠ 1033�34 erg/s.
The measured Ė/age relationship [21] suggests that such
Ė values are common for pulsars of around Myr age.
To assess the likelihood of the existence of such a local
pulsar we used the source population simulations intro-
duced earlier. These population simulations predict a
pulsar within 80 pc in around 5-10% of the realizations.
The existence of such a pulsar implies the occurrence of
a recent local supernova, the case for which is strength-
ened by studies of 60Fe transport [27, 28]. By modeling
the formation of the Local Bubble by several supernovae
they find that the most recent supernovae must have ex-
ploded at a distance of 90-100 pc from the Earth, 2-3 Myr
ago with a suitable initial mass to produce a pulsar [29].

No known pulsar exists with the properties required.
However, the beam fraction of a pulsar is a quite uncer-
tain value and in many cases, for example [30], is pre-
dicted to be rather small (<25%), in particular for old
pulsars. Beaming could potentially lead to a number of
pulsars in the local neighborhood which are undetectable
by radio observations. These objects, however with their
surface temperature of a few million Kelvin may be de-

López-Coto+ 2018

when the observer is separated by the distance d⊥ from the
magnetic field line going through the source. Here, the
positive and negative values of d⊥ correspond to the case
that the observer is displaced towards the Galactic center or
away, respectively.
This correction factor is calculated in following way. We

divide the production time in six intervals of 0.5 Myr
duration. In each time interval, we assume that positrons are
produced by protons with 20 times higher energy, which
are spatially distributed according to their numerically
calculated trajectories. Once produced, we propagate the
positrons the remaining time up to 3 Myr. Then, we obtain
the positron fluxes at various perpendicular distances
summing up the partial fluxes from all time intervals.
Dividing finally these fluxes by the proton flux (at the same
energy), we obtain the correction factor due to the differ-
ence in the propagation between protons and positrons.
From Fig. 4, one sees that for d⊥ ¼ 0 the correction factor
is close to 2, as calculated analytically in Ref. [17].
Increasing d⊥, the correction factor decreases, falling
below 1 at d⊥ ∼ 100 pc.

B. Secondary fluxes

We now turn to the resulting flux of positrons and
antiprotons produced by CRs with the spectra Fð1ÞðRÞ
and Fð2ÞðRÞ. We obtain a reasonable fit of the measured
positron flux for a range of perpendicular distances,
d⊥ ∼$ð50 − 90Þ pc. In Fig. 5, we show the positron
flux for the case d⊥ ¼ 70 pc, assuming that the CRs
from the local source have traversed the column
density of matter X ¼ 1.2 g=cm2, while we use X ¼
11.4ðR=10 GVÞ−1=3 g=cm2 for the average flux of “sea”
CRs. Our estimate for the grammage crossed by CRs
emitted from the local source based on the positron flux
suffers from uncertainties in the distance between the
magnetic field lines of the source and of the observer.

We use the reference distance 70 pc at which the correction
factor for the positron flux at 100 GeV is about 1. Taking
the distance range $20 pc would change the correction
factor by ≃50%, as it is clear from Fig. 4. This uncertainty
propagates to a 50% uncertainty in the grammage.We take
this uncertainty into account in the analysis reported
below. Note, however, that additional uncertainties in
the Galactic magnetic field model and the value of d⊥
exist. As it was previously shown in Ref. [17], the local
source contribution explains the excess flux of CR
positrons. The flux of antiprotons agrees within errors
with that measured by AMS-02 up to 300 GeV. The
grammage X ¼ ð1.0–1.4Þ g=cm2 for CRs from the local
source is larger than the one found in Ref. [17], both
because of the used larger age of the source and the smaller
proton flux caused by the nonzero offset of the source. It is
a factor ≃2 larger than expected for CRs propagating in a
gas density following a Nakanishi-Sofue profile [31].
Taking into account possible local deviations from the
global gas profile as well as astrophysical uncertainties,
we consider this as a minor deviation.
Recently, the measurements of the positron spectrum did

not extend to a high enough energy to probe the effect of
Compton cooling on the positrons injected by the local
source. Meanwhile, an updated measurement of the posi-
tron spectrum by AMS-02 has appeared [32]. This meas-
urement reveals a break in the positron spectrum at
300 GeV. Such a break is expected in the local source
model [17], because positrons with energies around
300 GeV loose energy via synchrotron and inverse
Compton emission on the time scale of 2–3 Myr. Thus,
the spectrum of positrons from the local source is expected
to have a cooling break at about 300 GeV [17], with the
slope changing by Δα ¼ 1, as shown in Fig. 5. The
presence of the cooling break is consistent with the updated
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FIG. 4. Correction factor for positrons with energy 100 GeVas
function of the perpendicular distance d⊥ to the magnetic
field line.

FIG. 5. Positron and antiproton fluxes measured by AMS-02
compared to the contributions for the local source (red/rose solid
curves) and average (dashed black/gray) components. Wide gray
band shows the $50% uncertainty band for the sum of the
antiproton fluxes of the two components.
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AMS-02 measurement, shown by the black data points in
the same figure. The measurement of the break energy
determines the time elapsed since the injection of CRs by
the supernova.
Contrary to positrons, antiprotons do not suffer from

Compton cooling, and thus, no cooling break is expected in
the antiproton spectrum. The extension of the AMS-02
measurements to energies above 300 GeV should reveal a
nearly power-law continuation of the antiproton flux.

IV. ELECTRONS

We discuss now the electron fluxes expected in our
model. Similar to CR nuclei, electrons are injected as
primaries in the acceleration process. Neglecting energy
losses, the contribution for the electron spectrum from the
local source has therefore the same functional form as the
proton spectrum and can be expressed as Cð2Þ

e− Fð2ÞðRÞ. The
normalization constant Cð2Þ

e− is related to the only poorly
restricted electron/proton ratio Kep at injection which we
choose as Kep ¼ 4 × 10−3. The energy losses via synchro-
tron and inverse Compton emission lead to an exponential
cutoff for primary electrons, since they are all injected
instantaneously 2.7 Myr ago. From the data in the positron
spectrum, we choose the break at Ebr ¼ 300 GeV. The
spectrum of primary electrons from the local source is
therefore modified as

Cð2Þ
e− Fð2ÞðRÞ → Cð2Þ

e− Fð2ÞðRÞ expð−E=EbrÞ:

The low-energy component Fð1ÞðRÞ representing the aver-
age CR flux from sources in the disk is modified by energy
losses as Fð1ÞðRÞ → Fð1ÞðRÞðE=E0Þ0.5 [33]. In Fig. 6, we
compare the resulting electron intensity compared to the
data from AMS-02. In addition, we also show the flux of
secondary electrons which are continuously produced by
proton-gas interactions. This flux coincides with the
secondary flux of positrons from the local source discussed
earlier and becomes dominant above 500 GeV.

V. COSMIC RAY SECONDARY NUCLEI
AND THE B/C RATIO

Apart from positrons and antiprotons, the propagation of
CRs injected by the local source results in the production of
secondary cosmic ray nuclei. In particular, the spallation of
primary carbon and oxygen generates a secondary boron
flux. Similar to the flux of electrons and positrons, the flux
of boron nuclei is expected to have two contributions: one
generated by the average cosmic ray flux and the second
one produced by the carbon injected by the local recent
supernova.
Contrary to the positron and antiproton fluxes, the local

source contribution to the boron flux is expected to appear
around TV, rather than 100 GV. This is because the typical
rigidity of positrons and antiprotons produced in CR
interactions is below 10% of the rigidity of the primary
cosmic ray, while the rigidity of boron nuclei produced in
spallation of the carbon nuclei is identical or very similar to
that of the primary carbon.
We adopt a simple leaky-box model approach,

FB

FC
≃ ðX=20 g=cm2Þ=(1 þ X=ð13 g=cm2Þ) ð3Þ

using as parameters those determined in Refs. [34,35]: The
characteristic column densities 20 g=cm2 and 13 g=cm2

correspond to the grammage on which a significant part of
the carbon is transformed into boron and a significant part
of boron is destroyed by spallation, respectively. Within the
considered model the total carbon flux is FC ¼ Fð1Þ

C þ Fð2Þ
C .

In both isotropic and anisotropic diffusion models, the
residence time of CRs in the interstellar medium scales as a
power lawof particle rigidityT ∝ R−β in the energy range of
interest. The column density traversed by the CRs belonging
to the average flux component scales as Xð1Þ ¼ nISMT ∝
R−β so that the expected rigidity dependence of theB/C ratio
is a power law, FB=FC ∝ R−β for FB=FC ≪ 0.7. At the
same time, carbon injected by the local source has traversed
the fixed column density ≃ð1.0 − 1.4Þ g=cm2 since the
moment of injection, which is determined by our fit to
the positron spectrum in the previous section. The overall
amount of boron contained in the CR flux is, therefore,

FB

FC
¼ Xð1Þ=ð20 g=cm2Þ

ð1 þ Xð1Þ=ð13 g=cm2ÞÞ
Fð1Þ
C

FC

þ Xð2Þ=ð20 g=cm2Þ
ð1 þ Xð2Þ=ð13 g=cm2ÞÞ

Fð2Þ
C

FC
: ð4Þ

This flux ratio is shown in Fig. 7 together with the
measurements from AMS-02 [36]. The thin dashed black
and gray lines show the rigidity scaling of the B/C ratio
which would be found in the absence of the local source
component.We have assumed the power-law slope β ¼ 1=3

FIG. 6. Electron fluxes measured by AMS-02 compared to the
contributions for the local source (red/rose solid curves) and
average (dashed black/gray) components.
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• Analytical and numerical computations show that SNe 
creating the LB can also reproduce 60Fe in the crust

• Cluster age derived from stellar isochrones

• Explosion times derived from stellar masses

• Masses derived from IMF using most probable binning

• Cluster trajectory derived from epicyclic eqs. using phase 
space (x-p)-coordinates from Hipparcos & ARIVEL data

• Explosion sites derived from most probable paths of the 
perished moving group members 

• 60Fe yields taken from stellar evolution calculations 

• Mixing with ISM followed via passive scalars

• Joint evolution of the Local & Loop I SB studied numerically 
for 3 models: two homogeneous and one inhomogeneous 

• Models reproduce both the timing and the intensity of the 
60Fe excess observed with rather high precision 

• Two deposition scenarios:

- individual fast-paced SNRs, whose blast waves can 
become reflected from the LB’s outer shell,

- the LB supershell itself injecting 60Fe of all previous SNe 
over a longer time range

• LB properties observed are best matched by the model with 
inhomogeneous background medium

Summary

60Fe mass density of model B @ t = 2.2 Myr ago

(B)
(C)
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Model uncertainties and potential improvements
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General

• Background medium: profound impact on evolution 
and final dimensions of the SBs

‣ Trace back/remodel history of the local ISM using 
GAIA data

‣ Use 3D high-res. reddening maps of the local ISM 
(Lallement et al. 2018)

- cloud cavities consistent with last SN explosion 
centers

- cannot serve as initial condition for whole LB 
evolution  (> 10 Myr); might only be applicable for 
last explosion(s)

‣ Interstellar magnetic field

• Explosion sequence: left unchanged until now 
(already includes most probable explosion centers for 
considered stellar moving group)

‣ Refine underlying IMF using Bayesian statistics

‣ GAIA data

Radioisotope transport modeling

• 60Fe yields ← stellar evolution models

• Uptake factor ← measurements of 60Fe at other sites 
or analysis of other radioisotopes

• 60Fe dust survival fraction ← comprehensive 
description of formation and survival of SN dust at 
different composition and size

• Additional tracer elements (also for background 
medium evolution)

• Further 60Fe bump 6.5–8.7 Myr ago (Wallner+ 2016): 
if related to LB formation (and not due to influx of 
enriched IDPs or MMs; Farley+ 2006) → Further 
constraint for our LB formation scenario → clustering 
of stars between 12 and 15 M⊙ (deviation from most 
probable mass binning); earlier arrival of LB 
supershell?
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Further reading and other media

Simulations of the Local Superbubble

Attack of the stars: Radioactive debris from ancient 

supernova battered Earth millions of years ago

International Business Times (UK)

How Our Oceans Helped Reveal The Closest And Most Recent Exploding Stars To Earth
Buzzfeed

Proof that ancient supernovae zapped Earth sparks hunt for after effects
phys.org

Finding the Earth-bound evidence for supernovae in the galactic neighbourhood
physicsworld.com

Supernova Fallout Hit 
Earth When Human 

Ancestors Were Alive

Air & Space

Exploding Stars Spat Radioactive Debris All 
Over Earth

National Geographic

Radioactive material in ocean crusts likely came from nearby 
star explosions

The Verge

Ancient exploding stars hurled 

radioactive debris at Earth — and it’s 

still here

Washington Post

Exploding stars left recent, 

radioactive mark on Earth

BBC News



Parameters for Local Bubble supernovae
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