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Galactic Cosmic Rays
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• CRs below 1017 eV are predominantly Galactic.


• Standard paradigm: Galactic CRs accelerated 
in SuperNova Remnants                                  
➜ But smoking gun still missing !!!


• Galactic CRs via diffusive shock acceleration ?    
nCR ∝ E-γ (at source), γ ≈ 2.1 

• Energy-dependent diffusion through Galaxy 
nCR ∝ E-γ-δ (observed), δ ≈ 0.6

• Galactic CRs are scrambled by galactic magnetic field over very long time 
➜ arrival direction mostly isotropic 

• Transition to extragalactic CRs occurs somewhere between 1017 and 1019 eV
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The key questions
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✦ Origin of Cosmic Rays: what are the sites that can accelerate particles up to > 1020 eV ? 
How many classes of sources at work ? Which cosmic accelerators dominate the CR flux in 
which energy range ? 


• which acceleration mechanism? ➜ injection spectrum 


• total energy in CRs 

• maximum energy of accelerated particles: the ‘proton knee’ 

✦ Cosmic Ray propagation:  How do CRs propagate ? 


• injected ➜ observed spectrum


• Diffusion coefficients 


• Why are CR confined in the Galaxy ? ➜ magnetic field in the Galaxy 


• spatial distribution of sources 


• spatial distribution of CRs ➜ anisotropy


✦ What is the elemental composition of the radiation as a function of the energy ?

The description of how particles escape from a SNR shock has not been completely understood 
yet, the reason being the uncertainties related to how particles reach the maximum energies.
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Approaching the 'knee'
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The standard model (mainly driven by KASCADE results):


• Knee attributed to light (proton, helium) component 


• Rigidity-dependent structure (Peters cycle): cut-offs at 
energies proportional to the nuclear charge EZ = Z × 4 PeV


• The sum of the flux of all elements with their individual cut-offs 
makes up the all-particle spectrum.


• Not only does the spectrum become steeper due to such a 
cutoff but also heavier.

If the mass of the knee is light according to the standard model 
➜ Galactic CR spectrum is expected to end around 1017 eV

If the composition at the knee is heavier due to CNO / MgSi 
➜ we have a problem !

p
CNO

Fe

Understanding the origin of the "knee" is the 
key for a comprehensive theory of the origin of 

CRs up to the highest observed energies.

Experimental results still conflicting !
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Cosmic Ray physics with EAS arrays
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Table 1: Table 1: Characteristics of di↵erent EAS-arrays
Experiment g/cm2 Detector �E e.m. Sensitive Area Instrumented Area Coverage

(eV) (m2) (m2)
ARGO-YBJ 606 RPC/hybrid 3 · 1011 � 1016 6700 11,000 0.93

(central carpet)
BASJE-MAS 550 scint./muon 6 · 1012 � 3.5 · 1016 104

TIBET AS� 606 scint./burst det. 5 · 1013 � 1017 380 3.7⇥104 10�2

CASA-MIA 860 scint./muon 1014 � 3.5 · 1016 1.6⇥103 2.3⇥105 7⇥10�3

KASCADE 1020 scint./mu/had 2� 90 · 1015 5⇥102 4⇥104 1.2⇥10�2

KASCADE-Grande 1020 scint./mu/had 1016 � 1018 370 5⇥105 7⇥10�4

Tunka 900 open Cher. det. 3·1015 � 3 · 1018 - 106 -
IceTop 680 ice Cher. det. 1016 � 1018 4.2⇥102 106 4⇥10�4

LHAASO 600 Water C 1012 � 1017 5.2⇥103 1.3⇥106 4⇥10�3

scintill/muon/hadron
Wide FoV Cher. Tel.

µ Sensitive Area Instrumented Area Coverage
(m2) (m2)

LHAASO 4410 4.2⇥104 106 4.4⇥10�2

TIBET AS� 4300 4.5⇥103 3.7⇥104 1.2⇥10�1

KASCADE 110 6⇥102 4⇥104 1.5⇥10�2

CASA-MIA 1450 2.5⇥103 2.3⇥105 1.1⇥10�2
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The “knee” region according to KASCADE
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The knee region : “old” results

•all-particle knee ~ 4 1015 eV 
•most experiments point to a p+He knee around few PeV, heavier knee not visible (no statistics)  
•if Peters cycles, Ek(Fe) must be found at ~ Z x Ek(p) ~ 7-10 1016 eV 

•different indication from Tibet-AS!, proton knee at lower energy

✓ All-particle knee at about 4x1015 eV


✓ (p+He) knee at few PeV, heavier knee not visible (low statistics ?)


✓ If Peter’s cycles, Ek(Fe) must be found at ≈7-10 × 1016 eV ➜ evidence with KASCADE-Grande


Separation based on Ne/Nµ unfolding Energy threshold ≈ PeV 
sea level
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KASCADE results
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Results depend on the high energy hadronic interaction models 


• QGSJet ➜ He more abundant element at the knee 
• SIBYLL 2.1 ➜ C more abundant element at the knee 


✓ Knee energy increases with primary mass

✓ Fe knee not observed

✓ Strong indication for a rigidity-dependent knee

• Results depend on the high energy hadronic interaction models
• QGSJetÆ He more abundant element at the knee
• SIBYLL 2.1 Æ C more abundant element at the knee

• Knee energy increases with primary mass
• Fe knee not observed
• Strong indication for a rigidity dependent knee

Astroparticle Physics 24 (2005) 1
Astroparticle Physics 31 (2009) 86
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The “knee” region according to Tibet ASγ
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62 Tibet ASγ Collaboration / Physics Letters B 632 (2006) 58–64

Table 2
The purity of the selected events by T < 0.4

Model Energy (eV) Purity (%)
HD PD

QGSJET 1014–1015 96.7± 0.7 97.4± 0.4
1015–1016 83.1± 1.6 86.7± 0.8

SIBYLL 1014–1015 96.2± 0.5 97.3± 0.3
1015–1016 82.8± 1.2 86.1± 0.7

SIBYLL + PD models, respectively, among which 110 events
are identical and one event belongs only to QGSJET analysis
and two events belong only to SIBYLL analysis.

5. Results and discussions

In Fig. 2, we show the measured primary cosmic-ray proton
energy spectra assuming the two interaction models (QGSJET
and SIBYLL) and two primary composition models (HD and
PD), together with the results from other experiments. As
seen in Fig. 2, the present results assuming the HD and PD
models in the simulation are in a good agreement with each
other within the statistical errors. The measured proton en-
ergy spectra can be expressed by a single power-law func-
tion of a differential form J (E)(m−2 s−1 sr−1 GeV−1) = A ×
10−13 × ( E

106 GeV )−B , where (A,B) is (4.56 ± 0.46, 3.01 ±
0.11), (4.14 ± 0.44, 3.08 ± 0.11), (3.21 ± 0.34, 3.05 ± 0.12)
and (3.24 ± 0.34, 3.08 ± 0.12) based on the QGSJET + HD,
QGSJET + PD, SIBYLL + HD and SIBYLL + PD models,
respectively, where the errors quoted are the statistical ones.
The error in the spectral index is statistics dominant, while
that in the absolute flux value is model-dependence dominant.
For the absolute flux value, the QGSJET model gives approx-
imately 30% higher flux than the SIBYLL model. This can be
mainly attributed to the difference of Feynman xF -distribution
of charged mesons between QGSJET and SIBYLL model in
the very forward region at a collision [13]. The Feynman
xF -distribution in the SIBYLL model is harder than that in the

QGSJET model in the xF > 0.2 region, so that the generation
efficiency of γ -families by the former model becomes higher
than the latter, resulting in a lower proton flux in the case of
the SIBYLL model. As compared in Fig. 2, the present results
are consistent with those obtained by the burst detectors in this
experiment within 25% [11]. This implies that the systematic
energy-scale uncertainty in our experiment is estimated to be
10% level. A solid straight line with the power index −2.74
drawn in Fig. 2 is the best fitted line for the data points in the
energy region below 1014 eV observed by recent direct mea-
surements [22], which is harder than the indices of our proton
spectra.
Thanks to its light mass, the helium component can also trig-

ger our hybrid experiment although the efficiency at 1015 eV is
about 4 times lower than the case of protons. The ANN method
is again applied to obtain the helium spectrum over the energy
1015 eV. Because of the training algorithm of ANN, it is not
possible to train the network to separate heliums from others di-
rectly, for the helium mass is between protons and other heavy
nuclei and the characteristics of the helium event is smeared
out by the fluctuation tail from the both sides. Therefore we
train the network to separate light component (proton or he-
lium) from other nuclei, by assigning 0 to light component and
1 to other nuclei. The critical value Tc to select light compo-
nent is set as 0.2 where the selection efficiency reaches to 70%
and the purity is 93% for all models. Then, the helium spectra
can be obtained by subtracting the number of protons, which
are previously obtained by proton-training, from the number of
proton + helium events. Above mentioned procedure was ap-
plied on each energy bin to obtain the energy spectra of heliums
and the result is shown in Fig. 3, where the same dependence
of the absolute intensity on the interaction models is seen as in
the case of proton spectra.
We can also estimate the fraction of the nuclei heavier than

helium in cosmic rays around the knee using the proton +
helium spectra and the all-particle energy spectrum obtained by
the Tibet air shower array [20]. Shown in Fig. 4 is the fraction
of primary cosmic rays heavier than helium nuclei assuming the

(a) (b)

Fig. 2. Energy spectra of primary cosmic-ray protons obtained by the present experiment (a) and they are compared with other experiments (b): Tibet-B.D. [9],
KASCADE [16], JACEE [17] and RUNJOB [18]. The all-particle spectra are from the experiments: PROTON satellite [19], Tibet-III [20] and AKENO [21]. For
the solid line with the power index −2.74, see the text.

≈ 500 TeV

Physics Letters B 632 (2006) 58 

Separation based on shower core characteristics  
(burst detectors) 

Astrophys. Space Sci. Trans., 7 (2011) 15 

(1) The power index is steeper than that of all-particle spectrum 
before the knee, suggesting that the light component has the 
break point at lower energy than the knee. 


(2) The fraction of the light component to the all-particles is 
less than 30% which tells that the main component 
responsible for the knee structure is heavier than helium. 

J. Huang  (ISVHECRI2018)
Tibet - 4300 m aslEnergy threshold ≈ 300 TeV 

Adv. in Space Res. 47 (2011) 629 

Fig. 13 shows the fraction of primary cosmic-rays
heavier than helium nuclei assuming the QGSJET model
and the SIBYLL model, where the attached errors are

statistical ones. Our results indicate the average mass of
primary cosmic-rays increases around the knee, toward
the direction of heavy dominance. The fraction of the
nuclei heavier than helium among all cosmic-rays is greater
than 70% around the knee, and it is an increasing function
of the primary energy.

The energy spectra of the primary nuclei such as CNO
and Fe groups have been reported by KASCADE (Antoni
et al., 2004), EAS-TOP (Aglietta et al., 2004) and CASA-
BLANCA (Fowler et al., 2001), however, the results are
not conclusive yet because of their strong dependence on
the interaction models used in the analysis. We plan that
the next phase of the Tibet hybrid experiment will measure
the heavy component. A new type of air-shower core detec-
tor YAC (Yangbajing Air shower Core detector) is under
development, which aims at the explicit measurement of
the iron component. The performance of the planned appa-
ratus and its expected sensitivity to the primary cosmic-ray
composition have already been investigated (Huang et al.,
2005; Katayose et al., 2005). This new core detector array
consists of 400 YAC detectors of 0.20 m2 placed on a grid
at 3.75 m intervals as shown in Fig. 14. Each new detector
consists of lead plates, with a total thickness of 3.5 cm,
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Composition at the knee: CASA-MIA
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Astroparticle Physics 12 (1999) 1–17 

Fig. 18. 

notation 

the points represent the flux multiplied by a factor of 
E’,‘, a relative energy error between the points magnl- 
fies their apparent differences. For example, an energy 
error of 20%. when multiplied by 2.5, would account 
for the observed deviations. Random energy recon- 
struction errors are of this size in this energy range, 
improving to about IO% near IO’” eV (Section 5). It 
is notable that when the SIBYLL simulation is used in 
the KNN analysis to identify the composition, the two 
spectrado not show such an intensity difference, but do 
exhibit the same degree of steepening at a similar en- 
ergy as in this plot isee Section I? below. and [ 151). 

The spectra of the heavy and light components ap- 
pear similar below 500 TeV, at which point the lighter 
component’s spectral index steepens. The heavier 
component shows no such “knee” at that energy. 
There may be a steepening of the heavy component 
at higher energy, but the statistics are too low for 
certainty. 

Given CASA-MIA’s mass resolution and the mass 
groupings above. we estimate that the heavy compo- 
nent would exhibit a spectral change at about IO times 
the energy of the corresponding knee of the tighter 
component if the composition is distributed as in the 
JACEE results. and is experiencing cutoffs of each 
component at fixed rigidity. (See [ 15,221 for further 
details about the spectrum and energy computation. ) 

proton showers. with 

notation as in Fig. 17 

12. Use of other simulations 

The KNN analysis was also performed using a dif- 
ferent simulation, based on the SIBYLL interaction 
generator ( see Section 4). None of the results are sig- 
nificantly altered when this is done. Fig. 18 shows the 
change in composition as a function of energy and the 
energy spectra for data grouped into sets identified as 
heavy or light, as described above. The notation and 
symbols on the left side of Fig. 18 are the same as in 
Fig. 16, and those on the right are as in Fig. 17. 

The trend toward a heavier average composition 
through the knee region is again apparent, as is the 
consistency with previous direct measurements at 
lower energy. A rigidity-dependent spectral knee is 
atso strongly suggested. The energies at which all 
changes occur appears to be slightly less when the 
SIBYLL-based simulation is employed. In light of 
the uncertainties discussed above, this difference is 
likely not significant. 

13. Summary and implications 

The composition measured by CASA-MIA near 
IO” eV is consistent with direct measurements by 
other experiments. and becomes heavier through the 
knee region of the spectrum. At lOI eV, the data 
closely resemble simulated iron-induced events, in 
accord with measurements by other groups at higher 
energy. Spectra constructed separately for broad mass 
groups are consistent with cutoffs proportional to the 
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The ARGO-YBJ experiment
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Tibet ASγ 
ARGO 

The Yangbajing Cosmic Ray Laboratory 

Longitude: 90º 31’ 50’’ East
Latitude: 30º 06’ 38’’ North

90 km North from Lhasa (Tibet)

4300 m above sea level
∾ 600 g/cm2

INFN IHEP/CAS

ARGO-YBJ is a telescope optimized for the detection of small size air showers  
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The ARGO-YBJ layout
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Experimental Hall & Detector Layout

Vulcano Workshop 2010 G. Di Sciascio 4

Single layer of Resistive Plate Chambers (RPCs) 
with a full coverage (92% active surface) of a large area (5600 m2)

+ sampling guard ring (6700 m2 in total)

time resolution ~1-2 ns (pad)
space resolution = strip

10 Pads 
(56 x 62 cm2)
for each RPC

8 Strips 
(6.5 x 62 cm2) 

for each Pad1 CLUSTER = 12 RPCs

78 m
111 m

99
 m

74
 m

(5.7 7.6 m2)

Gas Mixture: Ar/ Iso/TFE = 15/10/75

HV = 7200 V

Central Carpet:
130 Clusters
1560 RPCs

124800 Strips
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The basic concepts
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…for an unconventional air shower detector
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❖ HIGH ALTITUDE SITE                             
(YBJ - Tibet 4300 m asl - 600 g/cm2)


❖ FULL COVERAGE                                  
(RPC technology, 92% covering factor)


❖ HIGH SEGMENTATION OF THE READOUT 
(small space-time pixels)

Space pixels: 146,880 strips (7×62 cm2) 

Time  pixels: 18,360 pads (56×62 cm2)    

 … in order to

• image the shower front with unprecedented details


• get an energy threshold of a few hundreds of GeV
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The RPC charge readout
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Fig. 2. Comparison between the digital strip size spectrum and the analog
big pad spectrum. Two different amplitude scales have been used to extend
the energy range. In the upper scale the corresponding proton mean energy
is reported.

Clusters (ARGO-42, ª1820 m2 out of ª6700 m2), has been
put in data taking with a so-called ”Low Multiplicity Trigger”,
requiring at least 60 fired pads on the whole detector [13].
The corresponding median energy of proton-induced triggered
showers is º6 TeV. In this paper we present a first measure-
ment of the strip size spectrum performed with the ARGO-42
detector.

II. THE ARGO-YBJ DETECTOR

The ARGO-YBJ detector is constituted by a single layer of
RPCs with ª93% of active area. This carpet has a modular
structure, the basic module being a Cluster (5.7£7.6 m2),
divided into 12 RPCs (2.8£1.25 m2 each). Each chamber
is read by 80 strips of 6.75£61.8 cm2, logically organized
in 10 independent pads of 55.6£61.8 cm2 [14]. The central
carpet, constituted by 10£13 clusters, is enclosed by a guard
ring partially instrumented (ª40%) in order to improve the
rejection capability for external events. The full detector is
composed by 154 clusters for a total active surface of ª6700
m2. A lead converter 0.5 cm thick will uniformly cover the
apparatus in order to improve the angular resolution. The main
features of the ARGO-YBJ experiment are: (1) time resolution
ª1 ns; (2) space information from strips; (3) time information
from pads. Due to its small size pixels, the detector is able to
image the shower profile with an unprecedented granularity,
with high duty cycle (º 100%) in the typical field of view of
an EAS array (ª2 sr).

A. The digital read-out
The particle density measurement with the digital read-out

provided by the strip system is limited to showers with a
primary energy up to º 100 TeV (for proton-induced events)

due to a strip density of ª22 strips/m2. In Fig. 1 we show the
average strip and pad sizes (Ns and Npad) as a function of the
primary energy for proton-induced showers. For comparison,
the total shower size Nch and the so-called ”truncated size”
Ntr

ch
, i.e., the size sampled by the ARGO-YBJ carpet, are also

plotted. In calculations only quasi-vertical (zenith angle µ <
15±) showers with core reconstructed inside a small fiducial
area (260 m2 around the center of the carpet corresponding
to the inner 6 clusters) have been used. An average strip
efficiency of 95% and an average strip multiplicity m = 1.2
have been taken into account. As can be seen from the figure,
log(Ns) is a linear function of log(E) up to about 100 TeV
(corresponding to a particle density of º 12-15 m°2) and
”saturates” above 1000 TeV. Accordingly, the digital response
of the detector can be used to study the primary spectrum up
to energies of a few hundreds of TeV.

B. The analog read-out

In order to extend the dynamic range up to PeV energies, a
charge read-out has been implemented by instrumenting every
RPC also with two large size pads of dimension 140£125 cm2

each (the so-called ”big pads”) [12]. The signal from the big
pad is read by a 12 bits ADC. Different signal amplitude scales
(0-330 mV, 0-2.5 V and 0-20 V) have been implemented in
order to extend the particle density measurement up to º104
particles/m2.
Since November 2004 the analog read-out has been put

in data taking into increasing portions of the full carpet
with a trigger requiring more than 32 particles on at least
one Cluster. In Fig. 2 a comparison between the measured
digital strip size spectrum and the analog big pad spectrum is
shown. Two different amplitude scales have been used in this
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Intrinsic linearity: test at the BTF 
facility
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The RPC signal vs the calorimeter 
signal 

Normalized residuals: the gaussian fit to the 
distribution Æ no deviations from linearity

Linearity of the RPC 
@ BTF in Frascati:

•• electrons (or positrons)electrons (or positrons)
•• E = 25E = 25--750 750 MeVMeV (0.5% resolution)(0.5% resolution)
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beam

Æ Linearity up to § 2 104 particle/m2 ( see also S. Mastroianni’s poster) 

Calorimeter: lead glass block from OPAL,  
PMT  a Hamamatsu R2238.
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Figure 7: Result of the RPC linearity test performed at the BTF (see text for details).
The fit with a straight line, in red, has been performed.

red straight line shown in Fig.7 and the residual values, normalized to the fit141

values, reported in the histogram of Fig.8. The gaussian fit to the residual142

distribution (Fig.8) shows a good agreement, as confirmed by the value of143

the χ2/d.o.f.. From the fitted values of the gaussian parameters one can say144

that local deviations are contained within a few per cent (r.m.s) , while the145

integral deviation (mean) is below 1%.146

The offset of the RPC response in Fig.7 is due to the strong attenuation147

of the calorimeter signal and to its adaptation to match the specifications of148

the readout electronics. In conclusion, up to 30 particles on 15 cm2 there is149

no evidence of deviation from linearity behavior of the RPC, which means150

linearity response up to density of about 2× 104/m2. Of course this value151

is conservative because the particle density of the beam spot is not properly152

uniform.153

IV. Local Station and Trigger System154

The trigger of the experiment is generated by the digital signals sent155

by the Front-End boards mounted on the RPCs. These digital signals are156

processed by a specific crate named Local Station (LS) [6] - the Cluster157

DAQ Unit -, as depicted in Fig. 9, that provides the pad multiplicity to the158

9

The RPC signal vs the calorimeter signal

➔ Linearity up to ≈ 2・104 particle/m2

Linearity of the RPC @ BTF 
in INFN Frascati Lab: 
• electrons (or positrons) 
• E = 25-750 MeV (0.5% resolution) 
• <N>=1÷108particles/pulse 
• 10 ns pulses, 1-49 Hz 
• beam spot uniform on 3⨉5 cm

4 RPCs  
60 x 60 cm2

Astrop. Phys. 67 (2015) 47

4 data sample:
ȡ : 10 Æ 104 part/m2

Event selection:
� Core reconstructed 
in a fiducial area of 
2400 m2 ;
� Zenith angle < 15°

Good overlap between 4 scales with the maximum density
of the showers spanning over three decades

Trigger 
effect

RPC2014, Beijing M. Iacovacci

ChecksȱandȱperformanceȱevaluationChecksȱandȱperformanceȱevaluation
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Good overlap between 4 scales with the maximum 
density of the showers spanning over three decades
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The RPC charge readout: the core region
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Extreme Altitude (>4000 m asl) 
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G. Di Sciascio Roma Tor Vergata 29/03/2010 40

Modelli vs Altitudine
Tibet ASγ (4300 m asl) vs KASCADE (sl)

Ad alta quota osservabili 
“indipendenti”  dai  modelli  di  

interazione adronica

At high altitude p and Fe produce 
showers with similar size.

Fluctuations smaller but reduced sensitivity of 
the Ne/Nµ technique in selecting primary masses

Gaisser, 2003

1. All nuclei produce showers with similar size in the knee region 

2. Unbiased trigger threshold for all nuclei

3. Primary energy reconstruction mass-independent


4. Small fluctuations: shower maximum


5. Low energy threshold: absolute energy scale calibration with the Moon 

Shadow technique and overposition with direct measurements

6. Trigger probability larger for γ-showers than for p-showers
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W"1 " h0

cs
mp c2

E
ln N
cos h

! "
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; ð17Þ

where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
Nnd

ð18Þ

for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore

Np
l %

E
ep

d

# $b

ð19Þ

with

b¼
ln 2

3 N
ln N

; ð20Þ

where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is

Np
e;max ¼

E
eem

c
"

ep
d

eem
c

E
ep

d

# $b

% E
eem

c
; ð21Þ

where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A

E=A
eem

c
¼ Np

e;max ð22Þ

and

NA
l % A

E=A
ep

d

# $b

¼ Np
l;maxA1"b: ð23Þ

So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K
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where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,
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These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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Ne(E0, A) = α(A)•Eβ(A)

Different technique to select primary masses: 
ARGO-YBJ, Tibet ASγ, BASJE-MAS exploited 
characteristics of the shower core region.

No muons ? ➜ results nearly independent 
on hadronic interaction models ! 
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Hadronic Interaction Models
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based on the particle density rejects a large fraction of
showers produced by heavy primaries, as shown in Fig. 3.
The fraction of heavier elements has been estimated by
using the QGSJET–based simulations according to the
Hörandel model [23]. In the energy region below 10 TeV
the contamination does not exceed 0.3%, in the range
(10–100) TeV is 4.2% and at energies higher than 100 TeV
it has been evaluated as 9%. A sample of Monte Carlo
events has been generated in order to evaluate the condi-
tional probabilities that heavy nuclei have been selected by
the criteria used in the analysis. These probabilities have
been introduced in the unfolding procedure in order to
subtract the contribution of heavy nuclei from the measured
spectrum. The contribution of this effect is therefore not
included in the total systematic uncertainty.

5. Summary of systematic errors

The total systematic uncertainty was determined by
quadratically adding the individual contributions. The
results are affected by a systematic uncertainty of the order
of !5% in the central bins, while the edge bins are affected
by a larger systematic uncertainty less than !10%.

V. CONCLUSIONS

The ARGO–YBJ experiment was in operation in its
full and stable configuration for more than five years: a
huge amount of data has been recorded and reconstructed.
The peculiar characteristics of the detector, like the

full-coverage technique, high altitude operation and high
segmentation and spacetime resolution, allow the detection
of showers produced by primaries in a wide energy range
from a few TeV up to a few hundreds of TeV. Showers
detected by ARGO–YBJ in the multiplicity range
150–50000 strips are mainly produced by primaries in
the (3–300 TeV) energy range. The relation between the
shower size spectrum and the cosmic ray energy spectrum
has been established by using an unfolding method based
on the Bayes theorem. The unfolding procedure has been
performed on the data collected during each year and on the
full data sample. The resulting energy spectrum spans the
energy range 3–300 TeV, giving a spectral index
γ ¼ −2.64! 0.01, which is in very good agreement with
the spectral indices obtained by analyzing the sample
collected during each year, therefore demonstrating the
excellent stability of the detector over a long period. The
resulting spectral indices are also in good agreement with
the one obtained by analyzing the first data taken with the
detector in its full configuration [4]. Special care was
devoted to the determination of the uncertainties affecting
the measured spectrum. The uncertainty on the results is
due to systematic effects of the order of !5% in the central
energy bins. At present this is one of the most accurate
measurements of the cosmic ray proton plus helium
spectrum in the multi-TeV energy region made by a
ground-based air shower experiment. This result reveals
the potential of extending this measurement toward the
highest energies, where galactic sources should become
less efficient in accelerating light elements.
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Energy calibration!

N ≈ 21 · (ETeV/Z)1.5

Calibration of the absolute energy scale
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Single power-law: 2.62 ± 0.01

Flux at 400 TeV:  

1.95 × 10-11± 9% (GeV-1 m-2 sr-1 s-1)

The 9% difference in flux corresponds to a difference 
of ± 4% in energy scale between different experiments.

The energy scale uncertainty is estimated at 
10% level in the energy range 1 – 30 (TeV/Z).

(p+He) spectrum (2 - 700) TeV

• CREAM:       1.09 ⨉ 1.95 ⨉ 10-11 (E/400 TeV)-2.62 

• ARGO-YBJ: 1.95 ⨉ 10-11 (E/400 TeV)-2.61 

• Hybrid:          0.92 ⨉ 1.95 ⨉ 10-11 (E/400 TeV)-2.63

CREAM: 1.09x1.95x10-11(E/400TeV)-2.62 
 ARGO-YBJ:      1.95x10-11(E/400TeV )-2.61 
Hybrid:   0.92x1.95x10-11(E/400TeV)-2.63 

B. Bartoli et al, Chinese Physics C, Vol. 38, No. 4, 045001 (2014) 

Chin. Phys. C 38 (2014) 045001
ARGO-YBJ: Moon shadow tool

PRD 84 (2011) 022003
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CR energy spectrum with ARGO-YBJ
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• Measurement of the CR energy spectrum (all-particle and light component) in the energy range 
≈1012 - 1016 eV by ARGO-YBJ with 3 different ‘eyes’


(1)  ‘Digital readout’ (based on strip multiplicity) below 200 TeV


(2)  ‘Charge readout’ (based on the shower core density) up to ≈10 PeV
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(3)  'Hybrid measurement' with a Wide Field of view 
Cherenkov Telescope: 200 TeV - PeV



G. Di Sciascio - INFN Roma Tor Vergata APC - Paris, Dec. 11, 2018

All-particle energy spectrum in the knee region
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HAWC All Particle - arXiv:1710.00890
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Selection of light (p+He) component

�21

In the ARGO-YBJ experiment the selection of (p+He)-induced showers is performed not 
by means of an unfolding procedure after the measurement of electronic and muonic 
sizes, but on an event-by-event basis exploiting showers topology, i.e. the lateral 
distribution of charged secondary particles. 


This approach is made possible by the full coverage of the central carpet, the high 
segmentation of the read-out and the high altitude location of the experiment that retains 
the characteristics of showers lateral distribution in the core region (< 30 m).

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

❖ ARGO-YBJ: core reconstruction  & lateral distribution 
in the core region  ! mass sensitive 

❖ Cherenkov telescope: longitudinal information 
Hillas parameters  ! mass sensitive 

Hybrid measurement H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 
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Lateral distribution

�22

Fe showers develop higher 
in atmosphere than protons

Fe lateral distribution is slightly 
broader compared to p-showers

The showers can be classified in terms of the 
density ratio at two distances from the shower core

𝝆(25-35m) / 𝝆(0-10m)

Different mean free pathDifferent mean free path

G. Di Sciascio Roma Tor Vergata 12/04/2012 24

Increasing the mass A:	 


Larger deflection angles → flatter lateral distributions of 
secondary particles J. Matthews, Astrop. Phys. 22 (2005) 387 

J. Linsley, 15th ICRC, 12 (1977) 89.
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Energy spectrum with 'charge read-out'

�23

• Selection of (p+He)-induced showers in ARGO-YBJ: NOT by means of an unfolding procedure after 
the measurement of electronic and muonic sizes, but on an event-by-event basis exploiting showers 
topology, i.e. the lateral distribution of charged secondary particles. 

• Energy reconstruction is based on the Np8m parameter: the 
number of particle within 8 m from the shower core position. 

This truncated size is

• well correlated with primary energy

• not biased by finite detector effects

• weakly affected by shower fluctuations
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FIG. 4: The longitudinal age parameter slong vs the lateral
age s′ resulting from the fit of the reconstructed LDF, for
simulated showers initiated by different primary nuclei (see
text).
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FIG. 5: Two-dimensional histogram of log10(E/TeV ) vs
log10(N

max
p8 ) for a simulated mixture of quasi-vertical (θ <

15o) H, He, CNO group and Fe nuclei, in the assumption of
Hörandel composition model. A linear fit is superimposed.

is a mass-independent estimator of the average slong
(or Xmax). Obviously shower-to-shower fluctuations2

introduce unavoidable systematics, whose effects can be
anyway quantified and taken into account. Another4

implication is that s′ from the LDF fit close to the shower
axis, together with the measurement of the truncated size6

Np8, can give information on the primary particle nature,
thus making possible the study of mass composition8

and the selection of a light-component data sample (see
below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18

As a first approximation, we can assume that the
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FIG. 6: The log10 of energy distribution corresponding to the
interval of the truncated size at maximum log10(N

max
p8 ) =

[5.30, 5.38], just as an example. As shown, the distribution is
properly fitted by a Gaussian function.

shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

]
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

]
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp

{
3

2

h0 · sec(θ)
λabs

[
1− 1

slong(s′)

]}
(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,

6

DRAFT 1.0 Compiled on 25/03/2016 at 1:14am III EVENT SIMULATION AND RECONSTRUCTION

s’
1.1 1.2 1.3 1.4 1.5 1.6 1.7

Lo
ng

s

1.1

1.15

1.2

1.25

1.3

1.35

 / ndf 2χ  41.11 / 22
p0        0.007044± 0.6779 
p1        0.005049± 0.3886 

 / ndf 2χ  41.11 / 22
p0        0.007044± 0.6779 
p1        0.005049± 0.3886 

Graph

p
He
CNO
Fe

FIG. 4: The longitudinal age parameter slong vs the lateral
age s′ resulting from the fit of the reconstructed LDF, for
simulated showers initiated by different primary nuclei (see
text).

)max
p8

(N
10

log
4 4.5 5 5.5 6 6.5 7

(E
/T

eV
)

10
lo

g

1

1.5

2

2.5

3

3.5

4

4.5

hh2d_inv
Entries  341632
Mean x   4.221
Mean y   1.695
RMS x  0.3306
RMS y  0.3708

ra
te

/b
in

 (H
z)

-610

-510

-410

hh2d_inv
Entries  341632
Mean x   4.221
Mean y   1.695
RMS x  0.3306
RMS y  0.3708h2d Np8max vs E(TeV) 

FIG. 5: Two-dimensional histogram of log10(E/TeV ) vs
log10(N

max
p8 ) for a simulated mixture of quasi-vertical (θ <

15o) H, He, CNO group and Fe nuclei, in the assumption of
Hörandel composition model. A linear fit is superimposed.

is a mass-independent estimator of the average slong
(or Xmax). Obviously shower-to-shower fluctuations2

introduce unavoidable systematics, whose effects can be
anyway quantified and taken into account. Another4

implication is that s′ from the LDF fit close to the shower
axis, together with the measurement of the truncated size6

Np8, can give information on the primary particle nature,
thus making possible the study of mass composition8

and the selection of a light-component data sample (see
below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18

As a first approximation, we can assume that the
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shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

]
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

]
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp

{
3

2

h0 · sec(θ)
λabs

[
1− 1

slong(s′)

]}
(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,
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log10(Np8) = [5.30 - 5.38]
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FIG. 7: Energy resolution as a function of the reconstructed
energy Erec for quasi-vertical events (θ < 15o), λabs =
100 g/cm2 and Hörandel model [13]. The method was
applied for E ≥ 100TeV.

FIG. 8: Energy calibration bias as a function of the
reconstructed energy Erec for quasi-vertical events (θ <
15o), λabs = 100 g/cm2 and Hörandel model [13]. The
method was applied for E ≥ 100TeV.

where a two-dimensional histogram of the Log(Nmax
p8 )

quantity versus Log(E/TeV ) is shown for a simulated
mixture of protons, He, CNO group and Fe, weighted
by the flux model proposed by Hörandel [13]. Very
similar results are obtained using other composition
models (for instance, the Gaisser-Stanev-Tilav model
[44]). Monte Carlo events have been selected with the
same quality cuts of real data and zenith angle within
15◦. The two-dimensional histogram has been divided in
Log(Nmax

p8 ) bins of 0.08. For each bin the distribution of
Log(E/TeV ) has been well fitted by a gaussian function
(see Fig. 6 for an example). The line superimposed
in Fig. 5 is a fit of the mean values of each gaussian
as a function of Log(Nmax

p8 ) Such relationship is well
described by:

Log(E/TeV ) = a · Log(Nmax
p8 ) + b (7)

with a=(0.98 ± 0.01) and b =(−2.42 ± 0.05). It is
important to note that the value of the slope a is in good2

agreement with expectations [2, 51].

The energy resolution, defined as one standard devia-4

tion of the distribution of the quantity Log(Erec/Etrue)
(being Etrue the true energy of the simulated event and6

Erec the value as reconstructed from Eq. 7), has been
evaluated at various energies. A value of 0.2 has been8

obtained at 30TeV, improving with energy, as shown in
Fig. 7, donw to 0.05 at 10PeV. Moreover, as shown in10

Fig.8, the energy reconstruction bias, defined as the dif-
ference Log(Erec/TeV ) - Log(Etrue/TeV ), stays within12

±0.05 for all energies above 30TeV.

The absorption length parameter λabs has been14

determined by optimizing the energy resolution and
bias in the whole considered energy range. The16

value λabs = 100 g/cm2 satisfies both the request of
Log(E/TeV ) resolution better than 0.2 and bias within18

±0.05 for all energies above 30TeV nad it is in agreement
with expectations and an independent ARGO-YBJ20

measurement [26].

Gain scale G4 G1
Data from 14-jul-2010 27-sep-2010

to 30-jul-2010 31-dec-2010
Live time (s) 1.14 × 106 7.14 × 106

Triggering events 8.5 × 106 5.4 × 107

Reconstructed events with 9.5 × 105 6.7 × 106

core in Afid and θ < 15◦

Events after G4/G1 fiducial cut 2.3 × 105 8.7 × 104

Events with LDF fit 2.1 × 105 8.2 × 104

p+He selection 1.3 × 105 3.7 × 104

TABLE I: Summary of data samples used in the present
analysis at each selection step (see text).

IV. THE ALL-PARTICLE ENERGY SPECTRUM22

As described in Sec.II and [33], the RPC charge
readout system has eight different and overlapping gain24

scale settings (G0,....,G7 from lower to higher gains, with
nominal shifts of a factor two) in order to explore the26

particle density range ≈(20 – 104) particles/m2. In
this paper the results obtained with two gain scales (so-28

called G1 and G4) are presented. The main information
concerning the two data samples are given in Tab.I,30

together with the number of events surviving various
steps in the analysis (see below).32

The analog system response, for each considered data
set and gain scale has been carefully calibrated by34

following the procedures fully discussed in [33, 34].
Fiducial cuts in order to ensure the operation in the36

proper linearity range for each gain scale have been
applied, namely (Log(Npeak) > 1.7 and 3 < Log(Np8) <38

5) for G4, and (Log(Npeak) > 2.7 and 4 < Log(Np8)) for
G1, where Npeak is the number of particles detected on40

the BP with the largest signal in the considered event.
The same procedure described in Sec.III was then42

applied to fit the single event LDF in the first 10 meters
around the reconstructed shower axis and get the value44

of the lateral slope parameter s′. The measured values
of s′ and Np8 were then used to reconstruct the energy46

7

Energy resolution
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FIG. 9: Reconstructed energy distributions for simulated and real events for G4 (left) and G1 (right) all-particle data. Also
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FIG. 10: Aperture for both G4 and G1 gain scale and for each
simulated primary particle type for the all-particle spectrum
measurement. The weighted mean obtained by using flux
parametrization given in [44] is also shown (see text).

procedure (the Bayesian algorithm as implemented in the
RooUnfold package [52]) was applied to the reconstructed2

energy distribution. The results are also given in Fig.9
for both considered data sets.4

In order to get the energy spectrum the estimation of
the aperture is then mandatory. This can be done by6

applying the full analysis procedure to simulated data
for each primary species. Results are shown in Fig.10 for8

the combination of G4 and G1 gan scale datasets. As can
be seen, above 300TeV all the primary species reached10

the efficiency plateau and therefore the aperture is mass
independent. Between 80TeV (the energy threshold12

chosen for this measurement) and 300TeV there is a
sizeable dependency on the primary mass. This can be14

overcame by assuming (only in this small energy range)
a given mass composition and taking as the aperture the16

weighted mean among the various primary species. The
result of this calculation, by using the parametrization18

given in [44], is also shown in Fig.10. Similar results,
within few percent, are obtained by the parametrization20

in [13]. Of course this introduces an unavoidable but
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FIG. 11: The all-particle energy spectrum of primary CRs
resulting from this work. The error bars and the shaded area
refer to statistical and systematic uncertainties respectively.
The parametrizations provided by [13] and [44] are also shown
for comparison.

small model dependence between in the 80-300TeV range22

that has been anyway considered in the evaluation of the
overall systematic uncertainty (see Sec.VI).24

The resulting measurements of the CR all-particle
energy spectrum is shown in Fig.11 for both G4 and26

G1 data samples. In the plot the overall systematic
uncertainty, due to hadronic interaction models, selection28

criteria, unfolding algorithms, and aperture calculation,
is shown by the shaded area (see Sec.VI for details).30

The statistical uncertainty is shown by the error bars.
As can be seen from the figure, spectra obtained by32

analyzing two different data samples with two different
gain settings, actually overlap. The two measurements34

were then properly combined, by considering the
corresponding uncertainties, in order to get the ARGO-36

YBJ all-particle spectrum shown in Fig.15. The result is
in fair agreement with the parametrizations provided by38

[13] and [44], showing evidence of a change of the spectral
index at an energy consistent with the position of the40

knee. In particular, a fit with a broken power law results

8
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Lateral distribution by ARGO-YBJ
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Shower selection in terms of the Np8m parameter
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Fig. 5. Reconstructed average density distribution of the detected particles around the shower axis for simulated proton, helium and iron initiated showers (as indicated in 
the label on top of each plot), with zenith angle θ <  15 ° and 10 4.7 <  N p 8  <  10 5.0 (corresponding to about 500 TeV, 700 TeV, and 1.4 PeV for primary p, He, and Fe, respectively 
[17] ). The fits with LDFs in Eq. 2, Eq. 3 with R M left as free parameter, Eq. 4 , and Eq. 5 are superimposed (see text). 
N p 8  bins, was achieved by the use of a simplified, NKG-like , LDF 
defined as: 
ρ(r) = A ( r 

r 0 
)s ′ − 2 (

1 + r 
r 0 

)s ′ − 4 . 5 
(5) 

where A is a normalization factor, s ′ is the shape parameter that 
plays the role of the lateral age , and r 0 is a constant scale radius . 
Both simulated and real data suggested the value r 0 = 30 m as that 
giving the best χ2 values for the fit by the previous function in 
the different N p 8  bins. As a check, different values of r 0 were also 
used in Eq. 5 when fitting the particle distributions both from data 
and MC samples. For instance, a higher value of r 0 , like r 0 = 50 m, 
also reproduces in a satisfactory way the density lateral profiles, 
although with systematically lower values of the parameter s ′ with 
respect to the r 0 = 30 m case. This in fact is expected if r 0 is ac- 
tually correlated to the Molière radius, since higher altitudes (i.e. 
greater r 0 values) imply the observation of younger showers (i.e. 
smaller s ′ values). This indeed was observed both for data and MC 
events. 

Some of the results obtained using the LDF in Eq. 5 (with 
r 0 = 30 m) are outlined for simulated data (from p, He and Fe ini- 
tiated showers), in a given N p 8  bin, in Fig. 5 and Fig. 6  , where 
the fits to the average lateral density profiles and their fractional 
residuals are shown, respectively. The fits with the different LDFs 
given in Eq. 2, Eq. 3 and Eq. 4 , together with the related frac- 

tional residuals, are also shown for comparison (the results from 
the fit with the LDF given in Eq. 1 are not shown for the sake of 
clarity). 

The plot with residuals is also reported in Fig. 7 for experimen- 
tal data, in the same N p 8  bin ( 10 4 . 7 − 10 5 . 0 ) and angular range ( θ <  
15 °) already used for MC samples. Similar results are obtained in 
the other N p 8  bins. As can be seen, the use of the LDF parametriza- 
tion as given in Eq. 5 is expected to give the best result for exper- 
imental data too. 

Just to give a specific example, the average lateral density dis- 
tribution for real events in the interval 10 4.7 <  N p 8  <  10 5.0 is re- 
ported in Fig. 8  and compared with the corresponding MC dis- 
tributions, from a p-primary event sample (typical proton energy 
E p ∼ 500 TeV) and from an iron-primary event sample ( E Fe ∼
1.4 PeV). As clearly shown, the lateral particle density profile from 
data is properly fitted by the LDF of Eq. 5 , giving a slope parame- 
ter value s ′ = 1 . 35 , and lies between the two average distributions 
from pure proton and iron induced showers. The fits to the lat- 
eral distributions from simulated data, by the same NKG-like func- 
tion in Eq. 5 , give respectively: s ′ = 1 . 17 for the proton sample and 
s ′ = 1 . 44 for the iron sample. This indeed is what would be ex- 
pected, provided that s ′ reflects the developing stage of the shower, 
being a detected p-induced shower on average younger (which im- 
plies a smaller s ′ value) than a shower induced by an iron nucleus 
and generating a detected event in the same N p 8  interval. In their 
turn, the real data events in the same N p 8  interval certainly are 

Description of the LDF with a modified NKG form

A = normalisation factor

s’= shape parameter ➜ lateral age 
r0 = constant scale radius

B. Bartoli et al. / Astroparticle Physics 93  (2017) 46–55 51 

Fig. 6. Residuals for the fits of the average LDF of simulated proton, helium and iron initiated extensive air showers as shown in Fig. 5 . 

Fig. 7. Residuals from the fits with the LDF functions in Eq. 2, Eq. 3 with R M left as 
free parameter, Eq. 4 and Eq. 5 to the average lateral density distribution of particles 
around the shower axis, for the ARGO-YBJ data (G1 gain scale, see text), with 10 4.7 
< N p 8 < 10 5.0 and θ < 15 °. 

Fig. 8. Reconstructed lateral density distribution of the particles around the shower 
axis for ARGO-YBJ data with 10 4.7 < N p 8 < 10 5.0 and θ < 15 °. The superimposed fit 
with the NKG-like LDF in Eq. 5 is also shown (solid line). The experimental data 
distribution lies between the similar MC distributions (shown for comparison with 
dashed fit lines) from pure proton and iron induced showers. 
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Fig. 11. The average lateral age parameter s ′ resulting from the fits of the lateral 
particle distributions in single events of simulated p, He, CNO group and Fe samples 
(in each N p 8 bin, see text) vs the corresponding X max average values. Only near- 
vertical showers ( θ <  15 °) are considered. 
uncertainty on the mean (which is very small) has been considered 
for the graph, although large event by event fluctuations occur, so 
the RMSs of the distributions are quite big. Anyway, here we are 
only interested to the behaviour of the average correlation. As can 
be seen, the shape parameter s ′ depends only on the development 
stage of the shower, independently from the nature of the primary 
particle and energy. That plot expresses an important ’universality 
property’ of the detected shower development in the atmosphere, 
in terms of the age parameter given by the LDF slope. This also im- 
plies the possibility to select the most deeply penetrating showers 
at different zenith angles, an important point for correlating the 
exponential angular rate distribution with the interaction length of 
the impinging particle [27] . 

Given its nature of lateral age, the parameter s ′ is also expected 
to be strongly related to the longitudinal age ( s L ) of the shower. 
Such correlation is made more explicit using the classical defini- 
tion of s L as a function of the shower maximum depth X max : 
s L = 3 h 0 · sec (θ ) 

h 0 · sec (θ ) + 2 X max (6) 
where h 0 is the detector vertical atmospheric depth, θ the shower 
zenith angle. Then, using the same average X max values reported in 
Fig. 11 , through the previous relation we obtain the plot of Fig. 12 , 
which clearly demonstrates how the ’observed’ lateral age s ′ is 
strictly related to the longitudinal age s L , and moreover a linear 
dependence appears appropriate. Indeed, in the same plot a linear 
fit has been superimposed, which gives: 
s L = (0 . 389  ± 0 . 005) · s ′ + (0 . 678 ± 0 . 007) (7) 

To notice that such relation between s ′ and s L , clearly stated 
on the averages, is also valid on the single event basis, apart 
small fluctuations mainly introduced by the fit uncertainties (it 
was found that s L can be obtained event-by-event by Eq. 7 with 
a resolution of about 6 % independently of the mass). 

We can more deeply investigate the above described results and 
get further consequences: the universality property expressed by 
the plot in Fig. 11 allows to decouple the detected shower sig- 
nal from the primary nature thanks to the (linear) relation s ′ = 
s ′ (X max ) , once the s ′ parameter value was obtained from the single 
event LDF fit. This in fact suggests the possibility to exploit such s ′ 

Fig. 12. Average longitudinal age s L vs the corresponding lateral age parameter s ′ 
resulting from the fits of the single event lateral particle distributions for simulated 
p, He, CNO group and Fe samples (in each N p 8 bin, see text), in the zenith angle 
range θ <  15 °. 

properties in order to identify a mass independent primary energy 
estimator. 

6. Sensitivity to primary mass 
In the previous sections, the main features of the shower age 

parameter s ′ were discussed, sufficient to reveal its sensitivity to 
the mass of primary particles. More explicitely, from the fit of the 
lateral particle distribution of single events in the simulated sam- 
ples of each primary (p, He, CNO, Fe), it was found that the age 
parameter s ′ value decreases when N p 8 (i.e. the energy) increases, 
this being due to the observation of younger (deeper) showers at 
larger energies. In the meantime, for a given range of N p 8 , the av- 
erage s ′ increases going from hydrogen to iron, as a consequence of 
a larger primary interaction cross section with atmosphere nuclei 
producing showers which on average have a flatter lateral profile 
at the detection level. This is summarized in Fig. 13 , which shows 
the average s ′ values obtained for the whole simulated samples of 
hydrogen, helium, CNO group and iron nuclei. 

The straightforward implication of this is that s ′ from the LDF 
fit very close to the shower axis, together with the measurement 
of the truncated size N p 8 , can give information on the nature of 
the particle initiating the cascade, thus making possible the study 
of CR primary mass composition. 

From the LDF fits of real data events with the function in Eq. 5 , 
in the same N p 8 intervals used for MC data, similar s ′ distributions 
are obtained. The average s ′ values from ARGO-YBJ experimental 
data are reported in Fig. 14  , together with the corresponding fit 
results from MC simulations for protons and iron initiated showers 
(“extreme pure compositions”). Each point of course is the mean of 
a distribution, whose width is quite large (the RMS varies between 
0.16 and 0.25) due to the shower by shower fluctuations, while the 
error on the mean is very small (such errors are associated to the 
dots in the plot). The experimental data points nicely lie between 
the expectations from extreme pure compositions, roughly indicat- 
ing a mixed composition becoming gradually heavier when the pri- 
mary energy increases. 
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Fig. 9. The s ′ parameter distribution in the multiplicity bin 10 3.4 <  N p 8  <  10 3.7 . The 
filled areas are MC distributions of protons (red), Helium (green), CNO (cyan) and 
Fe (blue). Red dots are the s ′ distribution for ARGO-YBJ dataset (from G4 gain scale) 
in the same N p 8  bin. The Hörandel model [14] (black solid line) is used in weighting 
individual element distributions. The GST model [24] mixed distribution (magenta 
dashed line) is also shown in the plot for comparison. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version 
of this article.) 

Fig. 10. The s ′ parameter distribution in the multiplicity bin 10 4.6 <  N p 8  <  10 4.9 . 
The filled areas are MC distributions of protons (red), Helium (green), CNO (cyan) 
and Fe (blue). Dark-blue dots are the s ′ distribution for ARGO-YBJ G1-dataset in the 
same N p 8  bin. The Hörandel model (black solid line) is used in weighting individ- 
ual element distributions. The GST model mixed distribution (magenta dashed line) 
is also shown in the plot for comparison. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this arti- 
cle.) 
produced by a mixture of primary species, thus giving an interme- 
diate s ′ parameter value at the detector level. 

An exhaustive study showed that the function in Eq. 5 is able 
to properly fit the lateral particle distributions, both from experi- 
mental and simulated data, in every N p 8  bin, up to ∼ 10 m , so this 
value of maximum distance from the core was set for the subse- 
quent single event particle distribution fits. 

By fitting the lateral particle distribution event by event with 
the function in Eq. 5 , a distribution of the s ′ parameter is obtained 
which reflects the dependence on both the energy and the mass 
of the primary particles. In Fig. 9 , the s ′ distributions from the fit 
of single events in proton, helium, CNO group and iron samples, 
in the truncated size interval !N p8  = 10 3 . 4 − 10 3 . 7 , are reported. In 
a similar way, the s ′ distributions from the fit of single events in 
MC samples of different primaries are reportated in Fig. 10 , for the 
truncated size interval of the G1 gain scale !N p8  = 10 4 . 6 − 10 4 . 9 . 
The results from the mixed MC samples, obtained using the el- 

emental spectra and composition of the Hörandel [14] and GST 
[24] models, respectively, are also shown in the two plots. In par- 
ticular, the Hörandel model is used in weighting individual ele- 
ment distributions in both figures. 

In the same plots, the s ′ distribution obtained from the fit of 
single events in ARGO-YBJ data-sets, from G4 and G1 gain scales, 
respectively, in the previous N p 8  intervals, are also superimposed 
for comparison. The two truncated size N p 8  bins have been chosen 
in such a way that the first is included in the G4 gain scale range 
and the other one in the G1 scale range. 

A discrepancy can be observed in those distributions between 
MC and real data, which anyway seems to reduce when the N p 8  
values increase and if the GST model is used in the simulated 
sample instead of the Hörandel one. This discrepancy could arise 
from the elemental composition and spectra used in the simulation 
models, which may not reflect the real ones. The lowest N p 8  bin 
( log 10 (N p8  ) = [3.4-3.7]) roughly corresponds to ∼ 50 TeV protons 
and ∼ 300 TeV iron nuclei. At these energies the uncertainties 
on the measured fluxes and spectral indexes are indeed very large, 
specially for the heavy components. All things considered, the dis- 
agreement appears smaller in the case of the comparison with 
the GST model, which indeed contains larger quantities of heavier 
elements. Another possible contribution to the discrepancy could 
come from the hadronic interaction model adopted in the simula- 
tion. In order to evaluate this possible effect, a simulated sample 
of proton and Helium initiated showers produced by the SIBYLL- 
2.1 [25] interaction model implemented in the CORSIKA code was 
also used. The comparison of the s ′ distributions obtained from the 
QGSJET and the SIBYLL samples, both for G4 and G1 gain scale se- 
lection, shows a difference within few percent between the two 
models. On the other hand, Figs. 9 and 10 are related to the very 
forward kinematic region of the shower development. Thus part of 
the disagreement could be due to a not perfect description of the 
hadronic interaction in that region. 

It is important here to underline that the above discussed dis- 
agreement does not compromise at all the results of the analysis 
which is carried out and discussed in the following sections. 

An accurate study was also performed on the possible depen- 
dence of the age parameter s ′ on the radial distance from the core. 
A slight variation was found in the considered range of distances 
up to 10 m at maximum, thus allowing in a reliable way to take 
the parameter value from the fit in the whole range as a sort of 
average local age. 
5. Shower age determination 

From Fig. 9 and Fig. 10 it can be seen that, for a fixed interval 
of N p 8  , the s ′ distribution gradually moves towards higher values 
as far as the primary mass increases, namely going from proton to 
iron, as a consequence of a larger primary interaction cross section 
with atmosphere nuclei. Conversely, for a given primary, the fit pa- 
rameter s ′ values decrease when N p 8  (i.e. the energy) increases, 
thus suggesting the observation of deeper showers at larger ener- 
gies. Furthermore, as expected [3] , the proton distribution appears 
wider than those of heavier primaries. 

Such features are in agreement with the expectations, the slope 
s ′ being correlated with the shower age, thus reflecting its develop- 
ment stage. In other words, in this context the s ′ parameter plays 
the role of lateral age . As a consequence, if we plot the fit s ′ val- 
ues, for each simulated primary type and several log 10 ( N p 8  ) inter- 
vals (namely: log 10 (N p8  ) = [3.4-3.7], [3.7-4.0], [4.0–4.3], [4.3–4.6], 
[4.6-4.9], [4.9-5.2]), as a function of the corresponding X max aver- 
age values, we obtain the correlation shown in Fig. 11 . The X max 
value for each event is that provided by CORSIKA as a result of the 
shower longitudinal profile fit by means of the Gaisser-Hillas func- 
tion [26] . Each point in the plot represents a distribution, whose 
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Fig. 9. The s ′ parameter distribution in the multiplicity bin 10 3.4 <  N p 8  <  10 3.7 . The 
filled areas are MC distributions of protons (red), Helium (green), CNO (cyan) and 
Fe (blue). Red dots are the s ′ distribution for ARGO-YBJ dataset (from G4 gain scale) 
in the same N p 8  bin. The Hörandel model [14] (black solid line) is used in weighting 
individual element distributions. The GST model [24] mixed distribution (magenta 
dashed line) is also shown in the plot for comparison. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version 
of this article.) 

Fig. 10. The s ′ parameter distribution in the multiplicity bin 10 4.6 <  N p 8  <  10 4.9 . 
The filled areas are MC distributions of protons (red), Helium (green), CNO (cyan) 
and Fe (blue). Dark-blue dots are the s ′ distribution for ARGO-YBJ G1-dataset in the 
same N p 8  bin. The Hörandel model (black solid line) is used in weighting individ- 
ual element distributions. The GST model mixed distribution (magenta dashed line) 
is also shown in the plot for comparison. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this arti- 
cle.) 
produced by a mixture of primary species, thus giving an interme- 
diate s ′ parameter value at the detector level. 

An exhaustive study showed that the function in Eq. 5 is able 
to properly fit the lateral particle distributions, both from experi- 
mental and simulated data, in every N p 8  bin, up to ∼ 10 m , so this 
value of maximum distance from the core was set for the subse- 
quent single event particle distribution fits. 

By fitting the lateral particle distribution event by event with 
the function in Eq. 5 , a distribution of the s ′ parameter is obtained 
which reflects the dependence on both the energy and the mass 
of the primary particles. In Fig. 9 , the s ′ distributions from the fit 
of single events in proton, helium, CNO group and iron samples, 
in the truncated size interval !N p8  = 10 3 . 4 − 10 3 . 7 , are reported. In 
a similar way, the s ′ distributions from the fit of single events in 
MC samples of different primaries are reportated in Fig. 10 , for the 
truncated size interval of the G1 gain scale !N p8  = 10 4 . 6 − 10 4 . 9 . 
The results from the mixed MC samples, obtained using the el- 

emental spectra and composition of the Hörandel [14] and GST 
[24] models, respectively, are also shown in the two plots. In par- 
ticular, the Hörandel model is used in weighting individual ele- 
ment distributions in both figures. 

In the same plots, the s ′ distribution obtained from the fit of 
single events in ARGO-YBJ data-sets, from G4 and G1 gain scales, 
respectively, in the previous N p 8  intervals, are also superimposed 
for comparison. The two truncated size N p 8  bins have been chosen 
in such a way that the first is included in the G4 gain scale range 
and the other one in the G1 scale range. 

A discrepancy can be observed in those distributions between 
MC and real data, which anyway seems to reduce when the N p 8  
values increase and if the GST model is used in the simulated 
sample instead of the Hörandel one. This discrepancy could arise 
from the elemental composition and spectra used in the simulation 
models, which may not reflect the real ones. The lowest N p 8  bin 
( log 10 (N p8  ) = [3.4-3.7]) roughly corresponds to ∼ 50 TeV protons 
and ∼ 300 TeV iron nuclei. At these energies the uncertainties 
on the measured fluxes and spectral indexes are indeed very large, 
specially for the heavy components. All things considered, the dis- 
agreement appears smaller in the case of the comparison with 
the GST model, which indeed contains larger quantities of heavier 
elements. Another possible contribution to the discrepancy could 
come from the hadronic interaction model adopted in the simula- 
tion. In order to evaluate this possible effect, a simulated sample 
of proton and Helium initiated showers produced by the SIBYLL- 
2.1 [25] interaction model implemented in the CORSIKA code was 
also used. The comparison of the s ′ distributions obtained from the 
QGSJET and the SIBYLL samples, both for G4 and G1 gain scale se- 
lection, shows a difference within few percent between the two 
models. On the other hand, Figs. 9 and 10 are related to the very 
forward kinematic region of the shower development. Thus part of 
the disagreement could be due to a not perfect description of the 
hadronic interaction in that region. 

It is important here to underline that the above discussed dis- 
agreement does not compromise at all the results of the analysis 
which is carried out and discussed in the following sections. 

An accurate study was also performed on the possible depen- 
dence of the age parameter s ′ on the radial distance from the core. 
A slight variation was found in the considered range of distances 
up to 10 m at maximum, thus allowing in a reliable way to take 
the parameter value from the fit in the whole range as a sort of 
average local age. 
5. Shower age determination 

From Fig. 9 and Fig. 10 it can be seen that, for a fixed interval 
of N p 8  , the s ′ distribution gradually moves towards higher values 
as far as the primary mass increases, namely going from proton to 
iron, as a consequence of a larger primary interaction cross section 
with atmosphere nuclei. Conversely, for a given primary, the fit pa- 
rameter s ′ values decrease when N p 8  (i.e. the energy) increases, 
thus suggesting the observation of deeper showers at larger ener- 
gies. Furthermore, as expected [3] , the proton distribution appears 
wider than those of heavier primaries. 

Such features are in agreement with the expectations, the slope 
s ′ being correlated with the shower age, thus reflecting its develop- 
ment stage. In other words, in this context the s ′ parameter plays 
the role of lateral age . As a consequence, if we plot the fit s ′ val- 
ues, for each simulated primary type and several log 10 ( N p 8  ) inter- 
vals (namely: log 10 (N p8  ) = [3.4-3.7], [3.7-4.0], [4.0–4.3], [4.3–4.6], 
[4.6-4.9], [4.9-5.2]), as a function of the corresponding X max aver- 
age values, we obtain the correlation shown in Fig. 11 . The X max 
value for each event is that provided by CORSIKA as a result of the 
shower longitudinal profile fit by means of the Gaisser-Hillas func- 
tion [26] . Each point in the plot represents a distribution, whose 
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FIG. 12: The LDF slope s′ as a function of the truncated size Np8 as reconstructed for showers initiated by different primary
nuclei, as indicated in the upper right labels. The p+He selection cut is shown by the pink line.

in a break energy Eb = 2.4 ± 0.5(stat) ± 0.6(sys) PeV
with spectral indexes γ1 = −2.64±0.02(stat)±0.03(sys)2

and γ2 = −3.03 ± 0.08(stat) ± 0.10(sys), below and
above the knee respectively (see Sec.VI for a discussion4

on systematic uncertainties). Furthermore the spectrum
is consistent with previous measurements made by both6

direct and indirect experiments. This is also regarded
as an important check on the absolute energy scale set8

for this analysis, whose systematic uncertainty has been
anyhow conservatively estimated at the level of 10% (see10

Sec.VI).

V. THE P+HE ENERGY SPECTRUM12

Starting from the initial data set used for the
measurement of the all-particle spectrum, a further14

selection has been made in order to have a sample of p
and He initiated showers, with sufficiently high efficiency16

and low contamination. This has been possible on the
basis of the simultaneous study of the LDF slope s′ and18

the truncated size Np8 (see Sec.IIIA and [48, 49]).
In Fig. 12 the values of s′ are shown as a function of20

Np8, as reconstructed for different samples of simulated
data resulting from EAS initiated by protons, helium,22

CNO (i.e. Carbon-Nitrogen-Oxigen) group, and iron
nuclei. In these plots the fluxes have been parametrized24

as in [44], and the full simulation of detector response

and analysis procedures has been applied. A different26

parametrization of the single fluxes, namely [13], gives
consistent results within the quoted systematics (see28

below). The line in the plots shows the cut used in
selecting the p+He enriched sample from real data, while30

the corresponding number of real events is given in Tab.I.
The efficiency in selecting p and He initiated showers32

and the heavier elements contamination are at the level
of 85% and 15% respectively, with variations of few34

percent depending on the energy region and the adopted
flux parametrizations (see Sec.VI for the discussion of36

corresponding systematic uncertainties).

The aperture for the light-component flux measure-38

ment can then be calculated by following a procedure
similar to that described in Sec.IV for the all-particle40

spectrum analysis, also taking into account the effects of
the proton and helium selection cut. The result is shown42

in Fig.13 for G4 and G1 gain scales. by using two differ-
ent flux parametrizations as given in [13, 44]. Taking into44

account these values (and their energy dependence), the
p+He flux has been obtained by following the same steps46

as in the case of the all-particle spectrum. The result is
shown in Fig.14. The systematic uncertainty on the flux48

is shown by the shaded area and the statistical one by
the error bars. A systematic uncertainty on the energy50

scale at the level of 10% has also been conservatively
estimated (not shown in the plots). Moreover we conser-52

vatively decided not to subtract the estimated contami-

9

The LDF slope s′ as a function of the truncated size Np8 as reconstructed for showers initiated by different nuclei. 
The p+He selection cut is shown by the pink line. 

The efficiency in selecting p and He initiated showers and the heavier 
elements contamination are at the level of 85% and 15% respectively,
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FIG. 13: Apertures for G4 and G1 data samples, obtained by
using the flux parametrization as given in [13] and [44], for
the measurement of the light-component energy spectrum.
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FIG. 14: Light-component energy spectrum of primary CRs
as measured in this work. The error bars and the shaded area
refer to statistical and systematic uncertainties respectively.
The parametrizations provided by [13] and [44] and are shown
for comparison. A modified version of the fluxes given in [13],
with each knee at Z×1 PeV (i.e. about a factor four lower in
energy than in the original formulation), is also shown.

nation of heavier elements, adding their contribution in
the systematic uncertainty on the flux (see Sec.VI). The2

parametrizations of the light-component as provided in
[13] and [44] are shown by the blue and red dashed lines,4

respectively. A modified version of the fluxes given in
[13], with p and He knees at Z×1 PeV (i.e. about a6

factor four lower in energy than in the original formu-
lation), is also shown for comparison. The G4 and G18

measurements were then properly combined, by consid-
ering the corresponding uncertainties, in order to get the10

light-component spectrum shown in Fig.15.
Between 30TeV and 500TeV the p+He spectrum is12

consistent with a power law with spectral index γ =
−2.73± 0.02(stat)± 0.03(sys), in agreement with direct14

measurements. It then shows a clear evidence for a
bending at about 0.7PeV, i.e. about a factor four lower16

than the energy corresponding to the position of the all-
particle knee. A fit with a broken power law results in a18

break energy Eb = 0.70±0.06(stat)±0.16(sys) PeV with
spectral indexes γ1 = −2.73± 0.02(stat)± 0.04(sys) and20

γ2 = −3.54 ± 0.06(stat) ± 0.20(sys), below and above
the break respectively. This is in agreement with the22

result of the combined analysis of data coming from
the ARGO-YBJ experiment and a wide field of view24

Cherenkov telescope (a prototype of the future LHAASO
experiment) [25]. Similar indications have also been26

given by earlier measurements (see Sec.I).

VI. DISCUSSION28

Several sources for systematic uncertainty on both
all-particle and light-component flux measurements,30

together with their evaluations are summarized in Tab.II.
The overall process of event reconstruction can32

contribute to a wrong assignement of each event within
or outside the fiducial area and/or angular region. In34

particular, taking into account the resolution for the
core position and the incoming direction reconstructions,36

at the level of 1.5m and 0.5◦ respectively, brings to
both a leak of inner events reconstructed outside and a38

contamination of external events. By using simulations,
the size of this effect was evaluated at about 10%. This40

is somehow related to the uncertainty of the aperture.
In the case of the all-particle spectrum, the effect above42

300TeV is essentially limited by the statistics of the
MC sample. This was estimated to be at the level of44

5%. Below 300TeV, down to 80TeV there is a mass-
composition dependence (see Sec.IV), that has been46

evaluated by comparing different models, to about 10%.
As pointed out in Sec.V, the uncertainty on the aperture48

is larger in the case of the light-component spectrum
because of the model dependence due to a different50

efficiency in selecting protons and He nuclei. This effect
has been evaluated by comparing the results obtained52

by using different parametrizations of the p and He
fluxes (namely [13] and [44]). Even if the differences54

were at the level of few percent, a contribution of
10% has been quoted (see Tab.II) as a conservative56

estimate that takes into account the uncertainties on
the used parametrizations. The effect of the unfolding58

procedure on the reconstructed energy distributions has

Systematics uncertainties on the flux:
Contamination from events with core outside the
fiducial area or with θ ≥ 15◦ ±10%
Aperture estimate (all-particle) ±(5 − 10)%
Longitudinal profile modeling ±3%
Unfolding algorithm ±8%
Hadronic interaction model ±5%
Combined, All-particle ±(15 − 17)%
Aperture estimate (p+He) ±10%
Contamination of nuclei heavier than He ±(10 − 20)%
Combined, p+He ±(20 − 26)%

Uncertainty on the absolute energy scale
Between 30TeV and 80 TeV ±20%
Above 80TeV ±10%

TABLE II: Summary of systematics uncertainties for all-
particle and p+He flux measurements (see text).

10

Apertures for G4 and G1 data 
samples for the measurement of the 
light-component energy spectrum. 
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Wide Field of View Cherenkov Telescopes
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The goal: measurement of the CR energy spectrum and composition above 1014 eV

Why Wide FoV Cherenkov telescopes at high altitude ?

(1) Measure EASs near maximum development points to reduce fluctuations. 


(2) Use an unbiased trigger threshold for heavy components of primaries.


(3) Low energy threshold and wide energy range (1013 → 1018 eV).


(4) Measure the electromagnetic component which is less dependent on 
hadronic interaction models than the muon component. 


(5) Good separation capability between the different masses. 


(6) Good energy resolution (≈25 %).

High altitude

Cherenkov signal

Chin. Phys. C 38, 045001 (2014) 
Phys. Rev. D 92, 092005 (2015)

First example of hybrid measurement: Cherenkov telescope + EAS array (ARGO-YBJ)

feasibility study for LHAASO
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ARGO-YBJ + WFCTA
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❖ ARGO-YBJ: core reconstruction 

lateral distribution in the core region  ! mass sensitive 

❖ Cherenkov telescope: longitudinal information 
Hillas parameters  ! mass sensitive           
Energy reconstruction

H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 

• angular resolution: 0.2º


• shower core position resolution: 2 m

Phys. Rev. D 92, 092005 (2015)

‣ 4.7 m2 spherical mirror composed of 20 
hexagon-shaped segments 


‣ 256 PMTs (16 ⨉ 16 array)

‣ 40 mm Photonis hexagonal PMTs (XP3062/FL) 

‣ pixel size 1º

‣ FOV: 14º ⨉ 14º


‣ Elevation angle: 60º

A prototype of the future LHAASO telescopes has 
been operated in combination with ARGO-YBJ

Iron

ProtonPcproton
iron

PL
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Light component (p + He) selection - (1)
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Extended Data Figure 1 | The largest number of particles recorded in the RPCs, Nmax, depends on the shower
energy Erec, and is proportional to E1.44

rec . Separations between composition groups, distinguished by colours, are
clearly visible. The line represents the energy-dependent criterion for H&He sample selection. In the simulation, the
saturation of the analogue signals from RPCs was taken into account, so the largest number of the particle counting
was set to be 42,000.
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Extended Data Figure 2 | The length width ratio (L/W) of the shower’s Cherenkov image is linearly proportional
to Rp. The separations between composition groups, distinguished by colour, are clearly visible. The line represents
the Rp dependent criterion for H&He sample selection.
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According to MC, the largest number of particles Nmax recorded by a RPC in an given shower is a useful 
parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

Nmax is a mass sensitive parameter

Nmax∝ Erec1.44, where Erec is the shower primary 
energy reconstructed using the Cherenkov telescope.

We can define a new parameter 
to reduce the energy dependence 

/ Procedia Computer Science 00 (2014) 1–10 6
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can

6

Chin. Phys. C 38, 045001 (2014)
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Light component (p + He) selection - (2)
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Extended Data Figure 1 | The largest number of particles recorded in the RPCs, Nmax, depends on the shower
energy Erec, and is proportional to E1.44

rec . Separations between composition groups, distinguished by colours, are
clearly visible. The line represents the energy-dependent criterion for H&He sample selection. In the simulation, the
saturation of the analogue signals from RPCs was taken into account, so the largest number of the particle counting
was set to be 42,000.
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Extended Data Figure 2 | The length width ratio (L/W) of the shower’s Cherenkov image is linearly proportional
to Rp. The separations between composition groups, distinguished by colour, are clearly visible. The line represents
the Rp dependent criterion for H&He sample selection.
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H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 

Elongation of the shower image proportional 
to impact parameter L/W ~ 0.09 (Rp / 10m)

Typical Cherenkov footprint
According to MC, the ratio between the length and the width (L/W) of 
the Cherenkov image is another good estimator of the primary mass.

The shower impact parameter Rp is calculated 
with 2 m resolution exploiting the ARGO-YBJ 
characteristics.


We define a new parameter to reduce the Rp 
and energy dependence 

/ Procedia Computer Science 00 (2014) 1–10 6
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can

6
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Light component (p + He) selection

�30

Multi-parameter Analysis 
• pL = Nmax −  1.44log10(Erec/1TeV) 
• pC = L/W −  0.091×(Rp/10m)  −  0.14log10(Erec/1TeV) 

 

 
pL>-0.91 || pC>1.3 
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
For a given energy, in showers induced by heavy nuclei Nmax is smaller than in showers induced by light particles.
Therefore, Nmax is a parameter useful to select different primary masses. In addition, Nmax is proportional to E1.44rec ,
where Erec is the shower primary energy reconstructed using the Cherenkov telescope. We can define a new parameter
pL = log10(Nmax) − 1.44 · log10(Erec/TeV) by removing the energy dependence [25].

The Cherenkov footprint of a shower can be described by the well-known Hillas parameters [26], i.e. by the width
and the length of the image. Older showers which develop higher in the atmosphere, such as iron-induced events, have
Cherenkov images more stretched, i.e. narrower and longer, with respect to younger events due to light particles which
develop deeper. Therefore, the ratio between the length and the width (L/W) of the Cherenkov image is expected to
be another good estimator of the primary elemental composition.

Elongated images can be produced, not only by different nuclei, but also by showers with the core position far
away from the telescope, or by energetic showers, due to the elongation of the cascade processes in the atmosphere.
Simulations show that the ratio of L/W is nearly proportional to the shower impact parameters Rp, the distance
between the telescope and the core position, which must be accurately measured. An accurate determination of the
shower geometry is crucial for the energy measurement. In fact, the number of photoelectrons collected in the image
recorded by the Cherenkov telescope Npe varies dramatically with the impact parameter Rp, because of the rapid
falling off of the lateral distribution of the Cherenkov light. Only an accurate measurement of the shower impact
parameters Rp, and a good reconstruction of the primary energy allow to disentangle different effects. A shower
core position resolution better than 2 m and an angular resolution better than 0.2◦, due to the high-granularity of the
ARGO-YBJ full coverage carpet, allow to reconstruct the shower primary energy with a resolution of 25%, by using
the total number of photoelectrons Npe. The uncertainty in absolute energy scale is estimated about 10%.

Therefore, in order to select the different masses we can define another new parameter pC = L/W − 0.0091 ·
(Rp/1m) − 0.14 · log10(Erec/TeV) by removing both the effects due to the shower distance and to the energy.

The values of these parameters for showers induced by different nuclei are shown in the Fig. 7. The events have
been generated assuming a -2.7 spectral index in the energy range 10 TeV – 10 PeV for all the five mass groups (p,
He, CNO, MgSi, Fe) investigated. The primary masses have been simulated in the same relative percentage. As can
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∾170 m2 sr

∾50 m2 sr

Events for which pL  ≤ -0.91 and pC ≤ 1.3 are rejected

• Contamination of heavier component < 5 % 
• Energy resolution: ~25% constant with energy 
• Uncertainty : ~25% on flux

 
¾ The contamination of heavy nuclei is 2.3% below 700 TeV 
¾ Selecting efficiency is ~ 30% 
¾ The ratio between H and He is 1:0.39 

 
 

~50.5 m2sr 

H:He=1:0.39  
~171 m2sr 

Aperture and contamination  

Chin. Phys. C 38, 045001 (2014)
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Composition at the knee: ARGO-YBJ
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ARGO-YBJ reports evidence for a proton knee starting at about 700 TeV
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The overall picture
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What’s next ? LHAASO
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N
O

R
TH

150 m

WFCTA

ED

MD

WCDA

• 1.3 km2 array, including 5195 scintillator detectors 1 m2 each, with 15 m spacing. 

• An overlapping 1 km2 array of 1171, underground water Cherenkov tanks 36 m2 each,  with 30 m 
spacing, for muon detection (total sensitive area ≈ 42,000 m2). 

• A close-packed, surface water Cherenkov detector facility with a total area of 80,000 m2. 

• 12 wide field-of-view air Cherenkov (and fluorescence) telescopes. 

• Neutron detectors
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Cosmic Ray Physics with LHAASO
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To fill the gap in the CR detection between the low and the very high energy ranges 
with a single experiment.

10 Knee

Ankle

AMS
ISS CREAM AUGER

TA

ARGO-YBJ

LHAASO

• Water Cherenkov Detector Array

• Scintillator Array

• Muon Detector Array

• Cherenkov/Fluorescence Telescopes

• Neutron (Hadron) Detectors

The capability of Water Cherenkov 
facilities in extending the energy range 

to PeV and in selecting primary 
masses must be investigated    

If Water Cherenkov facilities are not able to select primary masses, the 
measurements of light component is precluded to HAWC and will be 

possible to LHAASO only with WFCTA, but only starting above 100 TeV. 
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Elemental composition with WFCTA
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0.1-10 PeV in 2019 
• pure proton and pure Helium spectra

• 6 C-Tel’s (60° in elevation) + 1st pool

MVA method for p,He /  heavy  
separation

Efficiency ~𝟗𝟎%

Contamination < 𝟏𝟎%

With the Multi-Variate Analysis methods (e.g. neural networks and boosted decision
trees), good separations for p/iron and p+He/heavy nuclides identification can be
obtained.

The contamination is calculated based
on the Hörandelmodel.

Separation of light (p+He) and
heavy nuclei by the BDT (Boost
Decision Trees) method.

CNO,
MgAlSi,

iron

p, HeMVA method for p,He /  heavy  
separation

Efficiency ~𝟗𝟎%

Contamination < 𝟏𝟎%

With the Multi-Variate Analysis methods (e.g. neural networks and boosted decision
trees), good separations for p/iron and p+He/heavy nuclides identification can be
obtained.

The contamination is calculated based
on the Hörandelmodel.

Separation of light (p+He) and
heavy nuclei by the BDT (Boost
Decision Trees) method.

CNO,
MgAlSi,

iron

p, He

1-100 PeV in 2021 
• pure iron and heavy nuclei (MgSi + Fe)

• 12 C-Tel’s (45° in elevation) + scint. + Md array

Iron knee above 10 PeV

� Two variables: Hmax (or vertical Xmax) and μ-content
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Conclusions 
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• We measured the CR energy spectrum in the TeV - 10 PeV energy range.


• Evidence for a bending in the p+He spectrum starting around 700 TeV (6 s.d. level).


• The measured all-particle spectrum in agreement with other experiments.


• Different analysis consistent with a hybrid measurement carried out with a wide field of 
view Cherenkov telescope.


• Results nearly independent from hadronic models: no muons, particle density in the core

The ARGO-YBJ detector exploiting the full coverage approach and the high segmentation of the 
readout sampled the front of atmospheric showers with unprecedented resolution and detail. 

★ High statistics measurement of energy spectra of different nuclei up to 1017 eV 

★ Evolution of the anisotropy across the knee separately for different primary masses

What’s next ?
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Cosmic Ray mass dependency ?
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Provide anisotropy observations vs CR particle rigidity ! 

Energy dependency (< knee) 

Anisotropy depends on primary energy


CR composition changes as well with energy 

A combined measurement of CR energy spectrum, mass 
composition and anisotropy inevitably probes the properties 

and spatial distribution of their sources as well as of the 
long propagation journey through the magnetized medium.

Aartsen et al., ApJ 826, 220, 2016

�11

observing cosmic ray anisotropy 
energy dependency (< knee)

cosmic ray anisotropy depends on 
primary energy 

large scale changes structure  
>100 TeV 

imaging magnetic effects at larger 
distances with increasing energy 

Note: cosmic ray composition changes 
as well vs. energy

IceCube

13 TeV

24 TeV

38 TeV

71 TeV

130 TeV

240 TeV

580 TeV

1.4 PeV

Credit: P. Desiati
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Composition at the knee: IceCube/IceTop

�39

Results from other experiments: IceCube

13
 H. Dembinski | MPI Heidelberg | Aug 2016 13

Spectra of mass groups (p, He, O, Fe)

Spectrum softer for p, He and harder for O, Fe

Three years of data (2010 - 2012)

Dembinski et al. EPJ Web Conf. 145 (2017) 01003 
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IceCube Neutrino Observatory
CR energies 1 PeV to 1000 PeV

DAQ since 2005, completed Dec 2010

IceCube

 1 km3 instrumented volume

 Detector spacing: 125 m horizontal, 17 m 
vertical

 Denser instrumentation in Deep Core

IceTop

 1 km2 covered area

 125 m spacing

 2835 m a.s.l. 680 gcm-2

KASCADE-Grande

0.5 km2

137 m

1000 gcm-2

60 Doms each
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IceCube Neutrino Observatory
CR energies 1 PeV to 1000 PeV

DAQ since 2005, completed Dec 2010

IceCube

 1 km3 instrumented volume

 Detector spacing: 125 m horizontal, 17 m 
vertical

 Denser instrumentation in Deep Core

IceTop

 1 km2 covered area

 125 m spacing

 2835 m a.s.l. 680 gcm-2

KASCADE-Grande

0.5 km2

137 m

1000 gcm-2

60 Doms each

CR Spectrum/Composition from 3 Years of IceTop/IceCube K. Rawlins†

Figure 6: Individual spectra for the four nuclear types (protons, helium, oxygen, and iron), compared with
two different sources of systematic uncertainty: the in-ice light yield (dark grey= -12.5%, light grey= +9.6%)
on the left, and QGSJET-II-03 (light grey) as alternate hadronic interaction model on the right. The baseline
result (in color) is the same on the left and right.

Figure 7: Mean log mass for the three years combined, using baseline simulations (black stars), and sys-
tematic uncertainties from alternate simulations represented by other symbols.
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IceCube observes an initially light composition that becomes increasingly heavy as the energy increases, 
then stabilizes around 100 PeV. 


The measurement indicates a heavier composition around 1 EeV than measurements from Auger based 
on the depth of shower maximum. 


A sudden drop in the helium and iron spectra around 6 PeV is observed, with corresponding elevated 
levels of proton and oxygen. This feature is under intense study. The most likely explanation is a 
statistical fluctuation.
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Composition at the knee: BASJE - MAS
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the energy spectrum determination, which strongly affect the
uncertainties in the rate of arrival, we conclude that the sim-
ulation gives good agreement with the experimental results.

As mentioned in the previous section, the present result
shows that heavier components, such as iron nuclei, become
dominant in the energy region around the knee. With our pre-
vious observations of Cerenkov radiation induced by EASs, we
observed EAS longitudinal development in the stages before
shower maximum. With the present analysis, we determined
the longitudinal development at the later stages. Nonetheless,
both measurements of the chemical composition with two
different and independent observations are consistent with each
other. Thus, we have successfully measured the whole longi-
tudinal development of EASs with the two observations and
thereby reached an estimate of the chemical composition.

The present result is consistent with the results of both
CASA-MIA and KASCADE (hadrons), but inconsistent with
those of KASCADE (electrons) and CASA-BLANCA. The
validity of our result is shown in the observed longitudinal
development curves, by comparison with the simulated curves
of the primary protons. While the calculated EAS longitudinal
development curves are dependent on the hadron interaction
model, our adopted QGSJET model shows the most rapid
development among the major models. Therefore, it is not
possible to explain our observed development curves with any
hadronic interaction model that is proton-dominant.

The present energy spectrum shows a gradual steepening
around 1015.5 eV. In this energy region, ln Ah i is more than 3
and is slowly increasing with primary energy. Our result
combined with the direct measurements of ln Ah i, shown in
Figure 7, indicates that ln Ah i is constant up to about 1014.5 eV.
Above this energy, ln Ah i increases with energy up to 1016 eV.
The factor between these two characteristic energies is about
30, and it is equal to the charge of iron, i.e., Z ¼ 26. Thus, one
possible explanation of this feature of the measured ln Ah i is
that the energy spectrum of each cosmic-ray component is
steepening at a fixed rigidity.

Using the simple assumptions of our all-particle flux and
ln Ah i, we compare our result to a composition model in
which there are five cosmic-ray components (protons, He,
CNO, Ne-Si, and Fe) that have spectral indices measured by
the RUNJOB collaboration and the spectra are steepened at
the fixed rigidity 1014.5 V. The calculated flux of each com-
ponent is added according to the relative abundances mea-
sured by SOKOL (Ivanenko et al. 1993) at 1012 eV, and the
total flux is normalized to the all-particle spectrum obtained
by SOKOL at the same energy. Moreover, we examined two
different cases for the model. In the first case, A, each spectral
index is steepened by 0.6 in energy, corresponding to the same
value in rigidity. This is expected in the case in which the
energy dependence of the diffusion coefficient dominating the
cosmic-ray propagation processes changes at a fixed rigidity.
In the second case, B, the spectral index changes, irrespective
of A, at "3.2 in energy, corresponding to the same change in
rigidity. This is expected in the case in which the dominant
acceleration process of cosmic rays is changed above the ri-
gidity. The values of 0.6 in model A and "3.2 in model B are
assumed on the basis of our measured all-particle spectrum.
The calculated spectra and the resultant ln Ah i are shown in
Figures 9 and 10, respectively. Although the calculated fluxes
in both Figures 9a and 9b are slightly less than the measured
one at 1014.7–1015.7 eV, the all-particle fluxes at the other
energy range and the predicted ln Ah i of models A and B are
consistent with present results. This suggests that iron nuclei
are the dominant component at the primary energies greater
than 1015 eV. The model predictions do not fit the measured
spectrum between 1014:7 and 1015:7 eV and result in two knees,
at 1014:7 and 1015:7 eV. Therefore, the simple models described
here are not sufficient to produce the measured spectrum and
composition.
In the report of the HEGRA CRT group (Bernlöhr et al.

1998), they suggest that the spectrum of each of the primary
components is steepened at a fixed rigidity and that the dom-
inant component at the knee energy is CNO. They also see an
increase in ln Ah i with energy. Their simple model is con-
sistent with our present result up to 1015 eV. However, the
ln Ah i in their model saturates around this energy and does
not fit our result at higher energies. The model by Hörandel
(2001), which introduces the charge-dependent cutoff energy

Fig. 9.—All-particle spectrum and the contributions of five components
calculated with model A (a) and with model B (b), compared with the spec-
trum in Fig. 7.

Fig. 10.—Predicted mean logarithmic mass ln Ah i with model A (solid line)
and model B (dashed line).

OGIO ET AL.274 Vol. 612

≈ 400 TeV

ApJ 612 (2004) 268 
and ultraheavy nuclear (Z ¼ 30 92) components is incon-
sistent with our result, because the model predicts that protons
are dominant at the knee.

The model of particle acceleration by oblique shocks de-
scribed by Kobayakawa et al. (1999, 2002) predicts the knee and
the gradual increase of ln Ah i with the primary’s energy be-
tween 1014 and 1016 eV without any assumption of a rigidity-
dependent cutoff. Their prediction of an increasing ln Ah i is
consistent with our result, but the predicted absolute value of
ln Ah i is smaller than our result.
In the model of Völk & Biermann (1988), cosmic rays from

1013 eV to the knee are mainly accelerated during explosions
of massive stars. Biermann (1993) develops this model further
and examines explosions of Wolf-Rayet stars. He concludes
that at the knee, the particles segregate with particle energy
according to their charge and that protons drop off first, then
the C-N-O elements, next Mg, Si, etc., and finally iron nuclei.
At the surfaces of Wolf-Rayet stars helium and heavier ele-
ments are enhanced, rather than protons. This can be attributed
effectively to the chemical composition of primary cosmic
rays. As discussed in our previous paper (Shirasaki et al.
2001), the measured ln Ah i suggests that the accelerated par-
ticle abundance must be greater than that in the stellar winds
of Wolf-Rayet stars. Since the accelerated particles are a
mixture of the stellar wind particles and ejected matter,
Biermann’s model seems to be very promising, given our
former and present results.

6. CONCLUSIONS

Using the equi-intensity method, we have obtained mean
longitudinal development curves of EASs with primary ener-
gies from 1014 to 1016 eV. In the measured atmospheric depth
range, the apparent maximum development points, which are

expected with a proton-dominant composition model, are not
found. By comparing the measured curves with those calcu-
lated from a Monte Carlo simulation, we obtained the mean
logarithmic mass, ln Ah i, as a function of the primary energy.
The measured ln Ah i increases with energy over the energy
range of 1014:5 1016 eV. This is consistent with our former
Cerenkov light observations and the measurements by some
other groups. The observed ln Ah i is consistent with the ex-
pected features of a model in which the energy spectrum of
each component is steepened at a fixed rigidity of 1014.5 V.

The present result from the cosmic-ray flux is consistent
with other experiments, and the obtained all-particle spectrum
finds a gradual steepening in the spectral index, from "2.66 to
"3.19, at 1015.5 eV. While we cannot specify any actual source
or propagation model for cosmic rays with energies above
1014 eV, the supernova acceleration model with stellar winds
and ejected matter of Wolf-Rayet stars is one plausible model
to explain our results.

Finally, we conclude that the actual model suggests that the
dominant component above 1015 eV is heavy and that the
ln Ah i increases with the energy to about 3.5 at 1016 eV.

The authors would like to thank the staff of Instituto de
Investigaciones Fı́sicas, Universidad Mayor de San Andres,
La Paz, Bolivia, for their helpful support to our experiment.
The authors also would like to acknowledge the helpful sup-
port by the staff of the Institute for Cosmic Ray Research,
University of Tokyo for the continued support of our experi-
ment at Mount Chacaltaya. This work is supported in part by
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Bernlöhr, K., Hofmann, W., Leffers, G., Matheis, V., Panter, M., & Zink, R.
1998, Astropart. Phys., 8, 253

Biermann, P. L. 1993, A&A, 271, 649
Bird, J. D., et al. 1993, Phys. Rev. Lett., 71, 3401
Engler, J., et al. 1999, in Proc. 26th Int. Cosmic Ray Conf. (Salt Lake City),
1, 349

Fowler, J. W., et al. 2001, Astropart. Phys., 15, 49
Glasmacher, M. A. K., et al. 1999a, in Proc. 26th Int. Cosmic Ray Conf. (Salt
Lake City), 3, 129

———. 1999b, Astropart. Phys., 10, 291
Grigorov, N. L., Rapoport, I. D., Savenko, I.A., Nesterov, V. E., & Prokhin, V. L.
1971, in Proc. 12th Int. Cosmic Ray Conf. (Hobart), 5, 1760

Heck, D., et al. 1998, Report FZKA, 6019, Forschungszentrum Karlsruhe
———. 2001, in Proc. 27th Int. Cosmic Ray Conf. (Hamburg), 1, 233
Hörandel, J. R. 2001, in Proc. 27th Int. Cosmic Ray Conf. (Hamburg), 1, 71
Ivanenko, I. P., et al. 1993, in Proc. 23rd Int. Cosmic Ray Conf. (Calgary), 2, 17

Kakimoto, F., et al. 1993, in Proc. 23rd Int. Cosmic Ray Conf. (Calgary), 2, 103
———. 1996, Nucl. Instrum. Methods Phys. Res., 373, 282
Kalmykov, N. N., & Ostapchenko, S. S. 1993, Yad. Fiz., 56, 105
Kampert, K.-H., et al. 1999, in Proc. 26th Int. Cosmic Ray Conf. (Salt Lake
City), 3, 159

Knapp, J., et al. 2003, Astropart. Phys., 19, 77
Kobayakawa, K., Honda, Y. S., & Samura, T. 2002, Phys. Rev. D, 66, 083004
Kobayakawa, K., Sato, Y., & Samura, T. 1999, in Proc. 26th Int. Cosmic Ray
Conf. (Salt Lake City), 4, 467

Lagage, P. O., & Cesarsky, C. J. 1983, A&A, 118, 223
Linsley, J. 1983, in Proc. 18th Int. Cosmic Ray Conf. (Bangalore), 12, 135
Nagano, M., Hara, T., Hatano, Y., Hayashida, N., Kawaguchi, S., Kamata, K.,
Kifune, T., & Mizumoto, Y. 1984, J. Phys. G, 10, 1295

Shirasaki, Y., & Kakimoto, F. 2001, Astropart. Phys., 15, 241
Shirasaki, Y., et al. 2001, Astropart. Phys., 15, 357
Swordy, S. P., & Kieda, D. B. 2000, Astropart. Phys., 13, 137
Ulrich, H., et al. 2001, in Proc. 27th Int. Cosmic Ray Conf. (Hamburg), 1, 97
Völk, H. J., & Biermann, P. L. 1988, ApJ, 333, L65
Yoshii, H., et al. 2001, Nuovo Cimento C, 24, 507
———. 1995, in Proc. 24th Int. Cosmic Ray Conf. (Rome), 2, 703

COSMIC-RAY PROPERTIES 275No. 1, 2004

and ultraheavy nuclear (Z ¼ 30 92) components is incon-
sistent with our result, because the model predicts that protons
are dominant at the knee.

The model of particle acceleration by oblique shocks de-
scribed by Kobayakawa et al. (1999, 2002) predicts the knee and
the gradual increase of ln Ah i with the primary’s energy be-
tween 1014 and 1016 eV without any assumption of a rigidity-
dependent cutoff. Their prediction of an increasing ln Ah i is
consistent with our result, but the predicted absolute value of
ln Ah i is smaller than our result.
In the model of Völk & Biermann (1988), cosmic rays from

1013 eV to the knee are mainly accelerated during explosions
of massive stars. Biermann (1993) develops this model further
and examines explosions of Wolf-Rayet stars. He concludes
that at the knee, the particles segregate with particle energy
according to their charge and that protons drop off first, then
the C-N-O elements, next Mg, Si, etc., and finally iron nuclei.
At the surfaces of Wolf-Rayet stars helium and heavier ele-
ments are enhanced, rather than protons. This can be attributed
effectively to the chemical composition of primary cosmic
rays. As discussed in our previous paper (Shirasaki et al.
2001), the measured ln Ah i suggests that the accelerated par-
ticle abundance must be greater than that in the stellar winds
of Wolf-Rayet stars. Since the accelerated particles are a
mixture of the stellar wind particles and ejected matter,
Biermann’s model seems to be very promising, given our
former and present results.

6. CONCLUSIONS

Using the equi-intensity method, we have obtained mean
longitudinal development curves of EASs with primary ener-
gies from 1014 to 1016 eV. In the measured atmospheric depth
range, the apparent maximum development points, which are

expected with a proton-dominant composition model, are not
found. By comparing the measured curves with those calcu-
lated from a Monte Carlo simulation, we obtained the mean
logarithmic mass, ln Ah i, as a function of the primary energy.
The measured ln Ah i increases with energy over the energy
range of 1014:5 1016 eV. This is consistent with our former
Cerenkov light observations and the measurements by some
other groups. The observed ln Ah i is consistent with the ex-
pected features of a model in which the energy spectrum of
each component is steepened at a fixed rigidity of 1014.5 V.

The present result from the cosmic-ray flux is consistent
with other experiments, and the obtained all-particle spectrum
finds a gradual steepening in the spectral index, from "2.66 to
"3.19, at 1015.5 eV. While we cannot specify any actual source
or propagation model for cosmic rays with energies above
1014 eV, the supernova acceleration model with stellar winds
and ejected matter of Wolf-Rayet stars is one plausible model
to explain our results.

Finally, we conclude that the actual model suggests that the
dominant component above 1015 eV is heavy and that the
ln Ah i increases with the energy to about 3.5 at 1016 eV.
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the energy spectrum determination, which strongly affect the
uncertainties in the rate of arrival, we conclude that the sim-
ulation gives good agreement with the experimental results.

As mentioned in the previous section, the present result
shows that heavier components, such as iron nuclei, become
dominant in the energy region around the knee. With our pre-
vious observations of Cerenkov radiation induced by EASs, we
observed EAS longitudinal development in the stages before
shower maximum. With the present analysis, we determined
the longitudinal development at the later stages. Nonetheless,
both measurements of the chemical composition with two
different and independent observations are consistent with each
other. Thus, we have successfully measured the whole longi-
tudinal development of EASs with the two observations and
thereby reached an estimate of the chemical composition.

The present result is consistent with the results of both
CASA-MIA and KASCADE (hadrons), but inconsistent with
those of KASCADE (electrons) and CASA-BLANCA. The
validity of our result is shown in the observed longitudinal
development curves, by comparison with the simulated curves
of the primary protons. While the calculated EAS longitudinal
development curves are dependent on the hadron interaction
model, our adopted QGSJET model shows the most rapid
development among the major models. Therefore, it is not
possible to explain our observed development curves with any
hadronic interaction model that is proton-dominant.

The present energy spectrum shows a gradual steepening
around 1015.5 eV. In this energy region, ln Ah i is more than 3
and is slowly increasing with primary energy. Our result
combined with the direct measurements of ln Ah i, shown in
Figure 7, indicates that ln Ah i is constant up to about 1014.5 eV.
Above this energy, ln Ah i increases with energy up to 1016 eV.
The factor between these two characteristic energies is about
30, and it is equal to the charge of iron, i.e., Z ¼ 26. Thus, one
possible explanation of this feature of the measured ln Ah i is
that the energy spectrum of each cosmic-ray component is
steepening at a fixed rigidity.

Using the simple assumptions of our all-particle flux and
ln Ah i, we compare our result to a composition model in
which there are five cosmic-ray components (protons, He,
CNO, Ne-Si, and Fe) that have spectral indices measured by
the RUNJOB collaboration and the spectra are steepened at
the fixed rigidity 1014.5 V. The calculated flux of each com-
ponent is added according to the relative abundances mea-
sured by SOKOL (Ivanenko et al. 1993) at 1012 eV, and the
total flux is normalized to the all-particle spectrum obtained
by SOKOL at the same energy. Moreover, we examined two
different cases for the model. In the first case, A, each spectral
index is steepened by 0.6 in energy, corresponding to the same
value in rigidity. This is expected in the case in which the
energy dependence of the diffusion coefficient dominating the
cosmic-ray propagation processes changes at a fixed rigidity.
In the second case, B, the spectral index changes, irrespective
of A, at "3.2 in energy, corresponding to the same change in
rigidity. This is expected in the case in which the dominant
acceleration process of cosmic rays is changed above the ri-
gidity. The values of 0.6 in model A and "3.2 in model B are
assumed on the basis of our measured all-particle spectrum.
The calculated spectra and the resultant ln Ah i are shown in
Figures 9 and 10, respectively. Although the calculated fluxes
in both Figures 9a and 9b are slightly less than the measured
one at 1014.7–1015.7 eV, the all-particle fluxes at the other
energy range and the predicted ln Ah i of models A and B are
consistent with present results. This suggests that iron nuclei
are the dominant component at the primary energies greater
than 1015 eV. The model predictions do not fit the measured
spectrum between 1014:7 and 1015:7 eV and result in two knees,
at 1014:7 and 1015:7 eV. Therefore, the simple models described
here are not sufficient to produce the measured spectrum and
composition.
In the report of the HEGRA CRT group (Bernlöhr et al.

1998), they suggest that the spectrum of each of the primary
components is steepened at a fixed rigidity and that the dom-
inant component at the knee energy is CNO. They also see an
increase in ln Ah i with energy. Their simple model is con-
sistent with our present result up to 1015 eV. However, the
ln Ah i in their model saturates around this energy and does
not fit our result at higher energies. The model by Hörandel
(2001), which introduces the charge-dependent cutoff energy

Fig. 9.—All-particle spectrum and the contributions of five components
calculated with model A (a) and with model B (b), compared with the spec-
trum in Fig. 7.

Fig. 10.—Predicted mean logarithmic mass ln Ah i with model A (solid line)
and model B (dashed line).
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The light-component spectrum (2.5 - 300 TeV)
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Measurement of the light-component (p+He) CR spectrum  in the 
energy region (2.5 – 300) TeV via a Bayesian unfolding procedure

Direct and ground-based measurements overlap for a wide energy 
range thus making possible the cross-calibration of the experiments.
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3. Hadronic interaction models

In order to estimate e↵ects due to the particular choice
of the high energy hadronic interaction model in Monte
Carlo simulations, a dataset has been generated by using
the SIBYLL 2.1 [27, 28] model. A small dataset have also
been simulated using the EPOS 1.99 [29] model. These
data have been compared with the QGSJET dataset used
in this analysis. In figure 7 the ratio between the mul-
tiplicity distributions obtained by using QGSJET model
and the one obtained by respectively using SIBYLL and
EPOS is reported as a function of primary energy. The
plot shows that the variation of the multiplicity distribu-
tions obtained with the two hadronic models is of order of
a few percents, giving a negligible e↵ect on the measured
flux.

4. Contamination of heavier elements

A possible systematic e↵ect relies in the contamination
of elements heavier than Helium. The selection criterion
based on the particle density rejects a large fraction of
showers produced by heavy primaries, as shown in figure
3. The fraction of heavier elements has been estimated
by using the QGSJET–based simulations according to
the Hörandel model [23]. In the energy region below
10TeV the contamination does not exceed 0.3%, in the
range (10�100)TeV is 4.2% and at energies higher than
100TeV it has been evaluated as 9%. A sample of Monte

ballons/satellites ground-based exp
−2.64 ± 0.01

Phys. Rev. D91, 112017 (2015)
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Stability of the CR flux measurement
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p+He flux difference at 5% level
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FIG. 4. The light component spectrum measured by the ARGO–YBJ experiment by using data taken in each year of the period
2008–2012 and the full 2008–2012 data sample. The power–law fit of each spectrum is also reported (red lines), statistical errors
are negligible.

TABLE III. Light component energy spectrum measured by
the ARGO–YBJ experiment by using the full 2008–2012 data
sample in each energy bin.

Energy Range Energy Flux ± total error
[GeV] [GeV] [m�2s�1sr�1GeV�1]

3.55⇥ 103 � 5.01⇥ 103 4.35⇥ 103 (2.94± 0.19)⇥ 10�6

5.01⇥ 103 � 7.08⇥ 103 6.11⇥ 103 (1.13± 0.07)⇥ 10�6

7.08⇥ 103 � 1.00⇥ 104 8.55⇥ 103 (4.73± 0.29)⇥ 10�7

1.00⇥ 104 � 1.41⇥ 104 1.21⇥ 104 (1.94± 0.12)⇥ 10�7

1.41⇥ 104 � 1.99⇥ 104 1.70⇥ 104 (7.95± 0.48)⇥ 10�8

1.99⇥ 104 � 2.82⇥ 104 2.39⇥ 104 (3.19± 0.19)⇥ 10�8

2.82⇥ 104 � 3.98⇥ 104 3.38⇥ 104 (1.28± 0.08)⇥ 10�8

3.98⇥ 104 � 5.62⇥ 104 4.77⇥ 104 (5.07± 0.31)⇥ 10�9

5.62⇥ 104 � 7.94⇥ 104 6.73⇥ 104 (2.05± 0.12)⇥ 10�9

7.94⇥ 104 � 1.12⇥ 105 9.48⇥ 104 (8.29± 0.50)⇥ 10�10

1.12⇥ 105 � 1.58⇥ 105 1.33⇥ 105 (3.40± 0.21)⇥ 10�10

1.58⇥ 105 � 2.23⇥ 105 1.85⇥ 105 (1.43± 0.11)⇥ 10�10

2.23⇥ 105 � 3.16⇥ 105 2.56⇥ 105 (6.24± 0.49)⇥ 10�11

fiducial cuts on observables used in the event selection
procedure. The uncertainty on the measured spectrum
has been estimated by applying large variations (about
50 %) to the fiducial cuts and turns out to be of about
3%. The bins located at the edges of the measured energy

range are a↵ected by an uncertainty of about ±5%. A
variation of the quality cuts does not give a significative
contribution to the total systematic uncertainty.

2. Reliability of the detector simulation

A systematic e↵ect could arise from inaccuracies in the
simulation of the detector response. The quality of the
simulated events has been estimated by comparing the
distribution of the observables obtained by applying the
same selection criteria to Monte Carlo simulations and
the data sample collected in each di↵erent year. As an
example in figure 6 the multiplicity distribution obtained
from the Monte Carlo events is reported with the mul-
tiplicity distribution of the data. The ratio between the
two distributions is also reported showing a good agree-
ment between the two distributions. The contribution to
the total systematic uncertainty due to the reliability of
the detector simulation has been evaluated by using the
unfolding probabilities and turns out to be about ±6%.

elements (heavy component). The plot shows that the
selected sample is essentially made of light nuclei.

IV. THE LIGHT COMPONENT SPECTRUM

The analysis was performed on the sample selected by
the criteria described in Sec. III. Simulated events have
been sorted in 16 multiplicity bins and 13 energy bins in
order to minimize the statistical error and to reduce bin
migration effects. The Monte Carlo data sample was
analyzed in order to evaluate the probability distribution
PðMjEÞ and the energy resolution which turns out to be
about 10% for energies below 10 TeV and of the order of
5% at energies of about 100 TeV. The multiplicity dis-
tribution extracted from data has been unfolded according
to the procedure described in Sec. III A. Results are
reported in Fig. 4 for each year of data taking and also

for the full sample. In order to investigate the stability of the
detector over a long period the analysis was performed
separately on the data samples collected during each solar
year in the period 2008–2012. The values of the proton plus
helium flux measured at 50 TeV are reported in Table I. A
power-law fit has been performed on the measured spec-
trum of each year and of the full data sample, the resulting
spectral indices are reported in Table II. Both the spectral
indices and the flux values are in very good agreement
between them, demonstrating the long-period reliability
and the stability of the detector. The spectral index
γ ¼ −2.64 $ 0.01, obtained by analyzing the full data
sample, is in good agreement with the one measured by
using a smaller data sample collected in the first months of
2008 [4] which was not corrected by the contamination
from heavier nuclei (see Sec. IVA 4).
In Table III and Fig. 5 the flux obtained by analyzing the

full data sample is reported. The spectrum covers a wide
energy range, spanning about two orders of magnitude and
is in excellent agreement with the previous ARGO–YBJ
measurement. Statistical errors are of the order of 1‰,
more than 105 events have been selected in the highest
energy region, while at the lowest energies more than 107

events have been selected. Systematic errors are discussed
in the next section. The ARGO–YBJ data are in good
agreement with the CREAM proton plus helium spectrum
[24]. At energies around 10 TeV and 50 TeV the fluxes
differ by about 10% and 20%, respectively. This means that
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FIG. 2 (color online). Distribution of reconstructed core posi-
tions of showers selected by applying the criteria described in
Sec. III C. The boxes represent the clusters layout.
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the density cut (green and red) described in Sec. III C according
to the Hörandel model [23].

TABLE I. Proton plus helium flux measured at 5.0 × 104 GeV.

Year Flux $ tot. error ½m−2 s−1 sr−1 GeV−1&
2008 ð4.53 $ 0.28Þ × 10−9

2009 ð4.54 $ 0.28Þ × 10−9

2010 ð4.54 $ 0.28Þ × 10−9

2011 ð4.50 $ 0.27Þ × 10−9

2012 ð4.36 $ 0.27Þ × 10−9

TABLE II. Spectral indices of the power-law fit of the light
component spectrum measured by analyzing the data sample
collected in the period 2008–2012. The spectral index obtained
in a previous analysis of the ARGO–YBJ data is shown as
2008* [4].

Year Events Gamma

2008* 7.5 × 107 2.61 $ 0.04
2008 5.57 × 1010 2.63 $ 0.01
2009 5.65 × 1010 2.63 $ 0.01
2010 5.56 × 1010 2.63 $ 0.01
2011 5.64 × 1010 2.64 $ 0.01
2012 5.69 × 1010 2.65 $ 0.01
Full sample 2.81 × 1011 2.64 $ 0.01
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analyzed in order to evaluate the probability distribution
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reported in Fig. 4 for each year of data taking and also
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detector over a long period the analysis was performed
separately on the data samples collected during each solar
year in the period 2008–2012. The values of the proton plus
helium flux measured at 50 TeV are reported in Table I. A
power-law fit has been performed on the measured spec-
trum of each year and of the full data sample, the resulting
spectral indices are reported in Table II. Both the spectral
indices and the flux values are in very good agreement
between them, demonstrating the long-period reliability
and the stability of the detector. The spectral index
γ ¼ −2.64 $ 0.01, obtained by analyzing the full data
sample, is in good agreement with the one measured by
using a smaller data sample collected in the first months of
2008 [4] which was not corrected by the contamination
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ARGO-YBJ/WFCTA: All-particle spectrum
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V. HYDROGEN AND HELIUM EVENT SELECTION304

The secondary particles in showers induced by heavy pri-305

maries are spread further away from the core region than light306

primaries. Therefore, difference exists in the secondary par-307

ticle distribution near the core between showers induced by308

light and heavy nuclei26. Beyond a certain distance, e.g.,309

20 m from the core, the lateral distributions become similar310

because they are mainly affected by multiple Coulomb scat-311

tering of the secondary particles and can be well described312

by the Nishimura-Kamata-Greisen (NKG) function. With its313

full coverage, the ARGO-YBJ array precisely measures the314

lateral distribution of the secondary particle density in the315

shower core region. The number of particles recorded by the316

most hit RPC in an event, denoted as Nmax, is a good pa-317

rameter to discriminate between showers with different lat-318

eral distribution within 3 m from the cores. In a shower in-319

duced by a heavy nucleus, Nmax is expected to be smaller320

than that in a shower induced by a light nucleus with the321

same energy26. Obviously, for a give primary mass, Nmax322

also depends on the energy. We found from simulations that323

Nmax is proportional to (Npe
0 )1.44 where Npe

0 is the total324

number of photo-electrons normalized to Rp = 0 and α=0◦325

(see FIG. 4). We define a reduced dimensionless variable326

pL = log10Nmax − 1.44log10N
pe
0 to describe the Nmax and327

Npe
0 correlation.328

The shape of the shower image recorded by the Cherenkov329

telescope is also a mass-sensitive parameter. The elliptical330

characteristics are described by the Hillas parameters37, width331

and length. Generally the Cherenkov image is more stretched,332

i.e., narrower and longer, for showers that are more deeply333

developed in the atmosphere. For a given energy and impact334

parameter, the length to width ratio (L/W ) is a parameter sen-335

sitive to the depth of the shower maximum, that is related to336

the nature of the primary. It is also known that the images are337

more elongated for showers at larger distance from the tele-338

scope because of geometric effects. The ratio L/W is nearly339

proportional to the shower impact parameter Rp (FIG. 5), but340

in our case depends weakly on the shower size measured by341

Npe
0 . By a series of MC studies, we have introduced a re-342

duced dimensionless variable pC = L/W − Rp/109.9m −343

0.1log10N
pe
0 that takes into account the L/W correlation with344

both Rp and Npe
0 .345

The H&He sample for this work was selected from the co-346

incident events by combining the two composition-sensitive347

parameters pL and pC . MC studies show that different com-348

position groups can be statistically separated on the pL-pC349

map18. A contour plot of the map for two mass groups,350

H&He and all other nuclei (C-N-O, Mg-Al-Si and Iron) in351

the energy range between 100 TeV and 10 PeV, is shown in352

FIG. 6. The cuts pL ≥ −4.53 or pC ≥ 0.78 result in a se-353

lected sample of H&He showers with a purity of 93% be-354

low 700 TeV and an efficiency of 72% assuming the Hörandel355

composition models35. The aperture, defined as the geometri-356

cal aperture (163 m2 sr) times the selection efficiency, grad-357

ually increases to 120 m2 sr at 300 TeV and remains nearly358

constant at higher energies (see FIG. 7). The selection ef-359

ficiency is defined as the ratio of the selected number of360

H&He events and the total number of injected H&He events361

in the simulation. The contamination from the heavy nuclei362

increases with primary energy and depends on the composi-363

tion. Assuming the Hörandel composition35, the contamina-364

tion of heavy species is found to be 13% at energies around365

1 PeV, and gradually increases to 27% around 3 PeV, which366

is shown in FIG. 8. The contamination fraction for different367

mass groups in FIG. 8 is defined as Ni/(NH+NHe+NCNO+368

NMgAlSi + NIron) with Ni = NCNO, NMgAlSi, NIron for369

i = 1, 2, 3. The associated uncertainty on the light component370

flux is discussed below.371

For the selected H&He events, their energies are better372

defined because the intrinsic difference between H and He373

showers of the same energy is smaller than 10% in our de-374

tectors, which is significantly lower than the energy resolu-375

Distribution of the number of Cherenkov photo-electrons measured by the 
telescope compared to expectations according to different all-particle spectra
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