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DETECTION PRINCIPLE
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3.77eV / e-h pair (T = 130K) 
(Si band gap = 1.2eV)

Light mass target: dR/dE ∝ 1/mA 

Low noise ~2e- = 7.5 eV —>low E threshold  
(~ 0.06 keVee)
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CCD TECHNIQUE PROS AND CONS

Pros 
➤ low E threshold 

➤ spatial resolution  
3D reconstruction 

➤ energy resolution 

➤ compact and “cheap” 
detector
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Cons 
➤ 1 detection signal 

(ionisation) 

➤ timing resolution ~ hours 

➤ no directionality info



3D RECONSTRUCTION
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recoil ionization e�ciency below 60 eV
ee

, resulting in no
ionization signal for nuclear recoils below 0.3±0.1 keV

nr

.

B. Depth

The relationship between �

xy

and z of an interaction
can be analytically solved in one dimension given the
electric field profile within the CCD substrate and the
fact that the lateral variance of the charge carriers (�2

xy

)
due to di↵usion is proportional to the transit time from
the interaction point to the CCD pixel array [6]. The
resulting relation is

�

2

xy

= �A ln |1� bz|. (2)

The constants A and b are related to the physical prop-
erties and the operating parameters of the device and are
given by
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where ✏ is the permittivity of silicon, ⇢

n

is the donor
charge density in the substrate, k

B

is Boltzmann’s con-
stant, T is the operating temperature, e is the electron’s
charge, V

b

is the bias applied across the substrate and z

D

is the thickness of the device.
In practice it is most accurate to measure the param-

eters A and b directly from data. This was done us-
ing cosmic ray background data acquired on the sur-
face, by fitting the width of Minimum Ionizing Parti-
cles (MIPs) that penetrate the CCD as a function of
depth. These events are identified as straight tracks
with a relatively constant energy deposition per unit
length consistent with the stopping power of a MIP.
As MIP tracks follow a straight line, the depth can be
calculated unambiguously from the path length on the
x-y plane. FIG. 4 shows a MIP in a CCD operated
at the nominal temperature and substrate bias used in
SNOLAB. Characteristic bursts of charge (darker spots)
along the track correspond to the emission of �-rays.
The best-fit parameters to the di↵usion model (Eq. (2))
are A=215±15µm2 and b=(1.3±0.1)⇥10�3

µm�1, which
correspond to a maximum di↵usion at the back of the de-
vice of �

max

=(21±1)µm⇡ 1.4 pix. The accuracy of this
calibration has been validated by studying the di↵usion
of X-ray events that interact near the surfaces on the
back and the front of the CCD [15] and from �-ray data,
which provides ionization events uniformly distributed in
the bulk of the device.

By studying the energy loss of �s from an external 3H
source we find that the CCD has a ⇠2µm dead layer
on its front and back surfaces, as expected from the fab-
rication process of the device [6]. There is no evidence
for regions of partial or incomplete charge collection that
may hinder the CCD energy response.
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FIG. 4. A Minimum Ionizing Particle (MIP) observed in cos-
mic ray background data acquired on the surface. Only pixels
whose values are above the noise in the image are colored.
Darker colors represent pixels with more collected charge.
The large area of di↵usion on the top left corner of the image
is where the MIP crosses the back of the CCD. Conversely,
the narrow end on the bottom right corner is where the MIP
crosses the front of the device. The reconstructed track is
shown by the long-dashed line. The short-dashed lines show
the 3� band of the charge distribution according to the best-
fit di↵usion model.

V. DATA SETS AND IMAGE PROCESSING

The DAMIC setup at SNOLAB was devoted to back-
ground studies throughout the years 2013–2015, with
more than ten installations involving changes to the ex-
ternal shielding and CCD packaging, and di↵erent ma-
terials being placed inside the copper box for screening
purposes. During 2015, data was acquired intermittently
in both 1⇥1 and 1⇥100 acquisition modes with two or
three 8Mpix, 675µm-thick CCDs (2.9 g each). Table I
summarizes the dark matter search data runs including
the number of CCDs and images, and the total exposure
after the mask and image selection procedures discussed
below.
The energy and di↵usion responses of all CCDs were

calibrated with X-rays and cosmic rays on the surface
before deployment. At SNOLAB, a fluorescence copper
line (8 keV) induced by radioactive particle interactions
in the copper surrounding the CCDs was used to confirm
the calibrated energy scale. The value of �

max

was also
monitored to validate the depth response calibrated on
the surface. The radiogenic background rate measured
below 10 keV

ee

decreased with time thanks to the con-
tinuous improvements in the radio-purity of the setup,
with an average event rate throughout the data runs of
⇠30 keV�1

ee

kg�1 d�1.
Images were taken with exposures of either 104 or

3⇥104 seconds, immediately followed by the acquisition
of a ‘blank’ image whose exposure is only the readout
time. Due to the small probability of a physical event
occurring during readout, the blanks contain only the
image noise.
Each image was processed as follows. First, a pedestal

was subtracted from each pixel value, estimated from the
medians of the pixels values of the column to which the
pixel belongs. Correlated noise results in a simultane-

muon track

55Fe X rays
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Energy calibration using X-rays
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DAMIC CCD

Search for Low-Mass WIMPs Using CCDs at SNOLAB

Dark Matter in CCDs (DAMIC): uses silicon charge coupled 
devices (CCDs) as low noise, low threshold particle detectors.

The light target nucleus and extremely low noise of CCDs 
provide excellent sensitivity for low mass Dark Matter:         
1-10 GeV. 

DAMIC has just published a WIMP limit using a 0.6kg-day 
data run: arXiv 1607.07410. 

If a WIMP scatters off silicon 
in the CCD,  the nuclear recoil 
produces ionization which is 
moved by an E-field to the 
CCD surface and held in the 
pixels. 
Ionization diffuses across 
pixels. Because diffusion rate 
is constant, the pixel 
multiplicity measures the 
depth.

WIMP Detection

Muons,              Electrons,            x-rays and nuclear recoils

High granularity pattern recognition in CCDs allows 
discrimination of particle types.

Particle Imaging in CCDs

Calibration of CCDs

Overview

The energy scald is calibrated with Fe-
55 and other known x-rays.
Linear relationship between ionization 
and reconstructed energy.

DAMIC Results: 0.6 kg-day study Future Prospects

Ultra Low Noise

What makes DAMIC unique is the 1.8 electrons/ 6.8 eV of 
noise. When a 4 sigma cut is placed, our threshold is 30 eV! 
The recoil energy from a 5 GeV WIMP: ~650 eV.

The DAMIC Detector

18 CCDs (4k x 4k) in radiopure
Cu box.

The inner vessel 
assembly.

The lead and 
polyethylene shielding.
Background: 
30 events/keV-kg-day

Energy spectrum of events 
from a 0.6kg-day test run. 
Bulk events after the 
rejection of surface events 
and noise. The red line 
represents the background 
model (no DM events) 
normalized to the data.

90% C.L. exclusion 
limit compared to 
limits of other 
experiments.

Alexander Kavner, University of Michigan
for the

DAMIC Collaboration

The test run was 
preformed with 3 
CCDs installed. By 
Fall 2016, 18 CCDs 
will be 
operational.

By early 2017, 
DAMIC will be 
highly sensitive in 
the low WIMP 
mass region.

New determination of quenching
factor at low energies from neutron
scattering. 

CCD Pedestal Distribution

DM Recoil Energy:

➤ developed at LBNL (Microsystem lab) 
originally for DECam 

➤ Thick CCD: 0.675 mm 

➤ 2.9g (5.8g)/ CCD 

➤ 8 (16) MegaPixels  

➤ pixel size: 15 x 15 μm 

➤ High resistivity: 10-20 kΩ.cm (low donor 
density—>fully depleted at 40V) 

➤ low dark current (10-3 e- /pix /day at 120K)
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RADIOGENIC BACKGROUND
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e

μ

X-ray?
n, WIMP? Diffusion

limited

➤ no effective discrimination 
nuclear vs electronic recoil 

➤ potential bkg from β and γ

particle identification

decay chain
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(b) a–b coincidence

Figure 7. a) Three a particles detected in different CCD images at the same x-y position. Their energies and
the time separation between images are consistent with a sequence from a 232Th decay chain. b) A peculiar
cluster found in a single image, consistent with a plasma a and a b track originating from the same CCD
position. This may happen for a radioactive decay sequence occurring within the 8-hour exposure time of
an image.

same exposure, shown in Figure 7(b). As the energy of the a cannot be measured due to digitizer
saturation, this particular decay sequence cannot be identified.

4. Limits on 32Si and 210Pb contamination from b decay sequences

We have performed a search for decay sequences of two b tracks to identify radioactive contam-
ination from 32Si and 210Pb and their daughters, whose b spectra extend to the lowest energies
and could represent a significant background in the region of interest for the WIMP search. These
isotopes do not emit a or penetrating g radiation, and their decay rates are significant for extremely
low atomic abundances due to their 10–100 y half-lives, making conventional screening methods
ineffective in determining their presence at the low levels necessary for a WIMP search.

32Si is produced by cosmic ray spallation of argon in the atmosphere, and then transported to
the Earth’s surface, mainly by rain and snow. Detector-grade silicon is obtained through a chemical
process starting from natural silica. Therefore, the 32Si content of a silicon detector should be close
to its natural abundance in the raw silica. Spectral measurements of radioactive background in
silicon detectors suggest a rate of 32Si at the level of hundreds of decays per kg day [15]. 32Si leads
to the following decay sequence:

32Si �! 32P+b� with t1/2 = 150y, Q�value = 227keV (4.1)
32P �! 32S+b� with t1/2 = 14d, Q�value = 1.71MeV (4.2)

210Pb is a member of the 238U decay chain (Figure 4) and is often found out of secular equilib-
rium, as chemical processes in the manufacture of materials separate it from other 238U daughters.
It may also remain as a long-term surface contaminant following exposure to environmental 222Rn
(Section 3). 210Pb leads to the following decay sequence:

– 11 –

➤ unique spatial and energy resolution 
➤ observe decay chain from a 

single isotope 

➤
238U and 232Th decay chain 

➤
32Si chain



READ OUT NOISE

11

➤ noise limited by read out 

➤ improved by CDS  
(Correlated Double Sampling) 

➤ limited to 2e- with  
the current electronics

5

TABLE I. Summary of the data runs used for the dark matter search.

Start date End date Acq. mode N. CCDs N. exposures Total exposure (kg d)
2014/12/12 2015/02/17 1⇥1 2 225 0.235
2015/07/06 2015/07/20 1⇥1 3 18 0.056
2015/10/28 2015/12/05 1⇥1 3 29 0.091
2015/02/01 2015/02/18 1⇥100 2 65 0.040
2015/04/21 2015/05/04 1⇥100 2 104 0.065
2015/07/06 2015/07/20 1⇥100 3 18 0.017
2015/10/28 2015/12/05 1⇥100 2 44 0.082

ous shift of the pedestal value at the two output nodes
of the serial register. This shift was estimated by fitting
a linear relation to the values of corresponding pixels in
the charge and noise images (Sec. III), and was then sub-
tracted.

For each data run (Table I) we calculated the median
and root mean square (RMS) of every pixel over all im-
ages in the run. These quantities are used to construct a
‘mask,’ which excludes pixels which either deviate more
than 2RMS from the median in at least 50% of the im-
ages or have a median or RMS that is an outlier when
compared to the distributions of these variables for all
pixels.

Figure 5 shows an example of the distribution of pixel
values after pedestal and correlated noise subtraction for
a single 30 ks exposure compared to its corresponding
blank. The blank distribution is accurately described
by a Gaussian centered at zero, corresponding to white
noise. From a Gaussian fit to the data a pixel noise
�

pix

=1.8 e�⇡ 7 eV
ee

was obtained. The 30 ks exposure
presents a statistically consistent white noise distribu-
tion, allowing for the identification of a pixel that has
collected >10 e�⇡ 40 eV

ee

from ionization.
The consistency between each image and its blank was

checked by comparing their noise distributions. Images
for which there is a significant discrepancy between these
distributions or for which the distributions deviate from
the expected from white noise were excluded from the
analysis. This includes some CCDs in runs acquired
between February and August, 2015, where the pixel
noise was relatively high (⇠2.2 e�). During this period
the polyethylene shield was partially open and a small
amount of light leaked into the vessel, producing an in-
creased background charge in some of the CCDs.

VI. EVENT RECONSTRUCTION AND
SELECTION

The dark matter search was limited to events with en-
ergies <10 keV

ee

, for which the track length of the ioniz-
ing particle is much smaller than the pixel size and the
energy deposition may be considered point-like. Thus,
we masked all high-energy ionization events, identified as
clusters of contiguous pixels with signal larger than 4�

pix

whose total collected charge corresponds to �10 keV
ee

.
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FIG. 5. Example of the pixel value distribution after image
processing in one 30 ks exposure (black) and its corresponding
blank (blue) acquired in December 2014. The noise in the
image is fitted to �

pix

=1.8 e�.

In addition, pixels that are less than 4 pixels away from
the cluster or less than 50 pixels to the left of the cluster
were masked in the 1⇥1 data set. Pixels that are less
than 200 pixels to the left of the cluster were masked in
the 1⇥100 data set. This condition rejected pixels with
stray charge due to CCD charge transfer ine�ciencies,
which may happen when a high energy interaction re-
sults in a large number of charge carriers in the serial
register. The average fraction of masked pixels in an im-
age, including those discarded by the criteria outlined in
Sec. V, was 1% (8%) in the 1⇥1 (1⇥100) data set.
A likelihood clustering algorithm based on a 11⇥11-

pixel window moving over the unmasked regions was then
applied to the 1⇥1 data set. For every position of the
window we computed i) the likelihood L

n

that the pixel
values in the window are described by white noise and
ii) the likelihood L

G

that the pixel values in the window
are described by a two-dimensional Gaussian function on
top of white noise,

f

G

= I ⇥Gaus (x, y|µ
x

, µ

y

,�

x

,�

y

) ,

where Gaussian parameters are fixed (µ
x

and µ

y

to the
values of the coordinates of the center of the window, the
standard deviations �

x

=�

y

=�

xy

to a value of 1 pixel, and
the integral I to the sum of pixel values in the window).

blank (taken after 
exposure)

exposure



STATUS

12



DAMIC AT SNOLAB

CCDs calibration damic@Snolab 2014 reanalysis 2015 campaign new results damic100 Summary BACK UP

DAMIC @Snolab (installed Dec12)

DAMIC

Snolab

Installed at Snolab: 2km of norite overburden ! 6000m water

equivalent

10 / 34
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➤ 2 km down a mine (6000m water equivalent) 

➤ muon rate < 0.27 m-2 d-1  (1μ /m2 every 3 days !)

4 BACKGROUND SOURCES AND REDUCTION TECHNIQUES

position of the interaction, an innermost volume can be selected for the analysis (fiducial

volume). As the penetration range of radiation has an exponential dependence on the

distance, most interactions take place close to the surface and background is e↵ectively

suppressed. Finally, detectors able to distinguish electronic recoils from nuclear recoils

(see section 5.1) can reduce the background by exploiting the corresponding separation

parameter.

4.2. Cosmogenic and radiogenic neutron radiation

Neutrons can interact with nuclei in the detector target via elastic scattering producing

nuclear recoils. This is a dangerous background because the type of signal is identical

to the one of the WIMPs. Note that there is also inelastic scattering where the nuclear

recoil is typically accompanied by a gamma emission which can be used to tag these

events. Cosmogenic neutrons are produced due to spallation reactions of muons on nuclei

in the experimental setup or surrounding rock. These neutrons can have energies up to

several GeV [151] and are moderated by the detector surrounding materials resulting in

MeV energies which can produce nuclear recoils in the energy regime relevant for dark

matter searches. In addition, neutrons are emitted in (↵, n)- and spontaneous fission

reactions from natural radioactivity (called radiogenic neutrons). These neutrons have

lower energies of around a few MeV.

Dark matter experiments are typically placed at underground laboratories in order

to minimise the number of produced muon-induced neutrons. The deeper the location of

the experiment, the lower the muon flux. Figure 3 shows the muon flux as a function of

depth for di↵erent laboratories hosting dark matter experiments. The e↵ective depth is
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Figure 3. Muon flux as function of depth in kilometres water equivalent (km w. e.)
for various underground laboratories hosting dark matter experiments. The e↵ective
depth is calculated using the parametrisation curve (thin line) from [151].
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CALIBRATION

3

the standard CCD readout, where the charge collected
by each pixel is read out individually, o↵ering maximum
spatial resolution. In the latter configuration, one hun-
dred rows are transferred into the serial register before
the charge is clocked in the x direction and each column
segment is read out individually. As the total charge of
an ionization event is distributed over a smaller number
of charge measurements, there is a smaller contribution
from the readout noise. As a consequence, the energy
resolution and the energy threshold for ionization events
distributed over multiple pixels is improved. However,
the spatial resolution in the y coordinate is lost, with �

x

still positively correlated to the depth of the interaction
(FIG. 2(c)). DAMIC CCDs are read out with an inte-
gration time for the correlated double-sampling of 40µs,
which leads to an image readout time of 840 s (20 s) in
the 1⇥1 (1⇥100) mode.

DAMIC CCDs feature an output node at each end of
the serial register. As described above, all the charge col-
lected by the CCD pixel array is read out through one of
these output nodes. No charge is deposited in the other
output node, which is also read out and o↵ers a measure-
ment of zero charge, i.e. of noise. Since the readout of
the two output nodes is synchronized by the clocking, the
noise image allows the identification and suppression of
the correlated electronic noise of the detector’s readout
chain (Sec. V).

IV. ENERGY AND DEPTH RESPONSE OF A
DAMIC CCD

A. Energy

The output of a CCD readout chain is recorded in Ar-
bitrary Digital Units (ADU) proportional to the num-
ber of charge carriers placed in the CCD’s output node.
The signal produced by electron recoils, which lose their
energy through ionization, is proportional to the gener-
ated number of charge carriers, with an average of one
electron-hole pair produced for every 3.77 eV of deposited
energy [9]. Thus, we define the electron-equivalent energy
scale (in units of eV

ee

) relative to the ionization pro-
duced by recoiling electrons from the photo-absorption
of X-rays of known energy.

Calibrations were performed by illuminating the CCD
with fluorescence X-rays from O, Al, Si, Cr, Mn and Fe.
FIG. 3 summarizes the measurement of the linear cal-
ibration constant, k (ADU/eV

ee

), at di↵erent energies,
which demonstrates the linear response of the CCD to
electron recoils. From X-ray data we also estimated the
intrinsic fluctuations in the number of charge carriers pro-
duced. The measured resolution of 54 eV

ee

at 5.9 keV
ee

corresponds to a Fano factor [10] of 0.133±0.005.
To demonstrate the linearity of the CCD output to

weaker signals we used optical photons from a red light-
emitting diode (LED) installed inside the DAMIC cop-
per vessel, which produce a single electron-hole pair by

]eeIonization signal [keV
1−10 1 10

)
ee

k(
E)

 /
 k

(5
.9

 k
eV

0.96
0.98

1
1.02
1.04
1.06
1.08

X-rays
Optical photons

FIG. 3. Linear constant, k, relating the CCD output signal
to the ionization generated in the substrate. Values are given
relative to k measured at 5.9 keV

ee

. Calibrations at high en-
ergies were performed with X-rays, while the lowest energy
points were obtained using optical photons, as outlined in the
text. The linearity of the CCD energy response is demon-
strated down to 40 eV

ee

.

photoelectric absorption. Several CCD images were read
out, each exposed to light for 20 s. For a given pixel, the
number of charge carriers detected in the images follows
a Poisson distribution. The mean (µ

l

) and variance (�2

l

)
of the increase in the pixel ADU induced by the LED
exposure are then related to the calibration constant (k)
by:

k =
1

3.77 eV
ee

�

2

l

µ

l

. (1)

We employed Eq. (1) to estimate the calibration constant
at very low light levels, when only a few of charge carriers
are collected by a pixel. These results are included in
FIG. 3 and demonstrate a CCD response linear within
5% down to 40 eV

ee

.
A recoiling silicon nucleus following a WIMP inter-

action in the CCD bulk will deposit only a fraction of
its energy through ionization, producing a significantly
smaller signal than a recoiling electron of the same en-
ergy. The nuclear recoil ionization e�ciency, which re-
lates the ionization signal in the detector (in units of
eV

ee

) to the kinetic energy of the recoiling nucleus (in
units of eV

nr

), must be known to properly interpret the
measured ionization spectrum in terms of WIMP-induced
recoils. Until recently, measurements of the nuclear recoil
ionization e�ciency in silicon were available only down to
⇠3 keV

nr

[11] and a theoretical model from Lindhard [12]
was usually employed to extrapolate to lower energies.
We adopt new results [13, 14] that extend the measured
nuclear recoil ionization e�ciency down to ⇠0.7 keV

nr

,
covering most of the energy range relevant for low-mass
WIMP searches. Measurements in [13] employ a silicon
drift detector exposed to a fast-neutron beam at the Tan-
dem Van de Graa↵ facility of the University of Notre
Dame to provide accurate results in the 2–20 keV

nr

en-
ergy range. For the calibration at lower energies [14],
nuclear recoils were induced in a DAMIC CCD by low en-
ergy neutrons from a 124Sb-9Be photoneutron source, and
their ionization signal was measured down to 60 eV

ee

. A
linear extrapolation of these results is used for the nuclear

Electronic recoil: 

➤ linear response down to 40 eVee 
(e- recoil with X-ray and LED at low 
E) 

➤ resolution of 54 eVee at 5.9keVee 
(Fano factor of 0.133) 

Nuclear recoil: 

➤ fast neutron source (2-20 keVnr) 
photoneutron (0.7-2 keVnr) 
(Phys. Rev. D 94, 082007) 

➤ Deviation from Lindhard model (at 
low E)

!8

&  

Figure 4.  Summary of the low calibration effort results by the DAMIC Collaboration. Two measurements were 
performed to extend the previous results (green) to recoil energies as low as 0.7 keV. This calibration shown for the 

first time a clear deviation from Lindhard at low energies.

&  

Figure 5. Preliminary result of DAMIC electron scattering dark matter cross section based on the dark current rate 
observed for the CCDs at SNOLAB, compared to the best published limits from XENON experiment. Produced in 
collaboration with Jeremy Mardon (Stanford), Rouven Essig, Tien-Tien Yu (Stony Brook) and Tomer Volansky (Tel 

Aviv)  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2015 campaign: tracking backgrounds

In production mode

Converged on package design and materials

10 detectors tested and ready for deployment

Will commission during April 2015
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DAMIC @Snolab (installed Dec12)

J an13 J un13 J an14 Aug14 Dec14

outages outages

Sep13

v1 pkg v2 pkg v3 pkg Pb shield upgrade v4 pkg

Installed at Snolab: 2km of norite overburden ! 6000m water

equivalent
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ANALYSIS STEPS
6

We considered a candidate cluster to be present in the
search window when � ln[L

G

/L
n

]<-4 (i.e. there is a sig-
nificant preference for the Gaussian hypothesis). The
search window was then moved around to find the local
minimum of this quantity, where the window position
was fixed and a fit was performed, leaving I, µ

x

, µ
y

and
�

xy

as free parameters to maximize the value of L
G

. Our
best estimates for the number of collected charge carri-
ers, the x-y position of the cluster and the lateral spread
of the charge were obtained from the fitted parameters as
N

e

=I/(k⇥ 3.77 eV
ee

), µ
x

, µ
y

and �

xy

, respectively. The
cluster energy (E) was then derived from N

e

(Sec. IV).
The test statistic,

�LL = � ln


Max(L

G

)

L
n

�
,

was also calculated, which gives the significance of a clus-
ter to originate from an ionization event and not from
white noise.

In the 1⇥100 acquisition mode the clustering proce-
dure is very similar, except that it is performed in one
dimension along rows of the image. The fitting function,
f

G

, is reduced to a one-dimensional Gaussian with µ

x

and �

x

as free parameters. The interpretations of the
best fit values are analogous.

FIG. 6 shows the �LL distribution of all clusters in
the 1⇥1 data set (black) and their corresponding blanks
(blue). Clusters due purely to noise have the same �LL

distribution in data images and blanks, with an exponen-
tially decreasing tail at low �LL values, as expected for
white noise. They were rejected by requiring �LL< -28
(-25) for the 1⇥1 (1⇥100) data set. From an exponential
fit to the tail of the �LL distribution, we estimate that
<0.01 background noise clusters are left in each data set
after this selection.

In the selected sample, we noticed some recurring
events in the same spatial position in the CCDs. These
events arise from small defects in the silicon lattice that
produce an increased level of dark current at a specific
spatial position. As these events are very faint, they were
missed by the masking criteria outlined in Sec. V. We
removed them from the final candidates with a negligible
impact on the acceptance, as the probability of two un-
correlated events occurring in the same pixel is ⌧0.1%.
Likewise we excluded clusters that were less than 300µm
on the x-y plane from any other cluster in the same im-
age. These spatially correlated clusters are likely to be
produced by radiation following radioactive decay and
unlikely to arise from WIMP interactions. Their exclu-
sion also has a negligible impact on the acceptance. After
the application of these criteria 122 (62) final candidates
clusters remain in the 1⇥1 (1⇥100) data sets. FIG. 7
shows the lateral spread versus energy distribution of the
candidates.

We estimated the performance of the reconstruction
algorithm for WIMP-like events by Monte Carlo simu-
lations. Point-like interactions with deposited energy in
the range of interest were simulated following a uniform
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FIG. 6. �LL distributions for all clusters in the 1⇥1 data set.
The blue line shows the distribution for clusters in the blanks,
which are representative of the contribution from readout
noise to the data set. The black-dashed line presents the
expected distribution (from simulation) of ionization events
that occur uniformly in the CCD bulk, assuming a constant
(flat) energy spectrum. The black line shows the distribution
for all clusters in the 1⇥1 data set. The dashed red line is the
fit done to the tail of the noise distribution to determine the
selection used to reject readout noise. The fit is statistically
consistent with the tail of the distribution.

spatial distribution in the CCD bulk. For each simulated
event, the charge distribution on the pixel array was de-
rived according to the di↵usion model (Sec. IV). We then
added two thousand (two hundred) simulated events on
each of the acquired 1⇥1 (1⇥100) raw data images to
include a realistic noise distribution. The full data pro-
cessing chain was run on each image, including the signal
identification and likelihood clustering. FIG. 6 shows the
�LL distribution of the simulated events selected in the
1⇥1 data set (dashed black). We found no bias within
1% in the reconstructed energy of simulated events with
E>100 eV

ee

. A small overestimation may be present at
lower energies, to at most 5% at the 60 eV

ee

threshold.
With this sample of simulated events, we also estimated
the resolution in the ionization signal to be �

0

=37 eV
ee

(30 eV
ee

) in the 1⇥1 (1⇥100) data set. Thus, the energy
response of the detector can be modeled with a resolution
�

2

res

=�

2

0

+(3.77 eV
ee

)FE, where F is the Fano factor.

The event selection e�ciency was estimated from the
fraction of simulated events that pass the event selec-
tion criteria. For events uniformly distributed in the
CCD bulk, the selection e�ciency was found to in-
crease from 9% (25%) at 75 eV

ee

(60 eV
ee

) to ⇠100% at
400 eV

ee

(150 eV
ee

) in the 1⇥1 (1⇥100) data.

The better energy resolution and higher selection ef-
ficiency of lower energy events in the 1⇥100 data set is
due to the improved signal-to-noise of events originating
deeper in the bulk of the device, which experience signif-
icant lateral charge di↵usion.

1. data selection (E < 10 keVee, noisy pixel) 

2. find hits with LL clustering algo. (comparison bkg vs bkg+signal) 

3. exclusion of surface events 

4. fit of the candidate spectrum
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FIG. 7. Lateral spread (�
xy

) versus measured energy (E) of the clusters that pass the selection criteria outlined in Sec. VI.
Black (red) markers correspond to candidates in the 1⇥1 (1⇥100) data set. Gray markers show the simulated distribution of
energy deposits near the front and back surfaces of the device. The plot on the right is the projection on the �

xy

axis of the
identified clusters. The horizontal dashed lines represent the fiducial selection described in Sec. VII, while the vertical dashed
line shows the upper bound of the WIMP search energy range.

VII. REJECTION OF SURFACE EVENTS

The selection criteria presented in Sec. VI were imple-
mented to distinguish events due to ionization by particle
interactions from electronic noise. High-energy photons
that Compton scatter in the bulk of the device produce
background ionization events with a uniform spatial dis-
tribution because the scattering length is always much
greater than the thickness of the CCD. Hence, ionization
events from Compton scattering are only distinguishable
from WIMP interactions through their energy spectrum.
Nuclear recoils from WIMP interactions would produce a
characteristic spectrum that decreases exponentially with
increasing energy, while the Compton scattering spec-
trum is almost flat throughout the WIMP search energy
region.

Another background comes from low energy electrons
and photons radiated by surfaces surrounding the CCDs,
and from electrons produced in the silicon that exit the
device after depositing only a small fraction of their en-
ergy. These events occur tens of µm or less from the
surface of the CCDs and can be rejected by appropriate
requirements on the depth of the interaction. We selected
events with 0.35<�

xy

<1.22, corresponding to interaction
depths between 90µm and 600µm, which left 51 (28) can-
didates in the 1⇥1 (1⇥100) data set. The dashed lines
in FIG. 7 represent this fiducial region. The group of
events at 8 keV

ee

corresponds to Cu fluorescence X-rays
from radioactive background interactions in the copper
surrounding the CCDs. Due to the relatively long X-ray
absorption length at this energy (65µm), some of the
events leak into the fiducial region. We thus restricted the
WIMP search to clusters with energies <7 keV

ee

. The se-
lection e�ciency was estimated by simulation to be⇠75%

for events uniformly distributed in the CCD bulk.

The rejection factor for surface background in the fidu-
cial region was estimated by simulating events from the
front and back surfaces of the CCD. The gray markers in
FIG. 7 show the �

xy

versus energy for one of these sim-
ulations, where the interactions were simulated to occur
<15µm from the front and back surfaces of the device in
the 1⇥1 data. The rejection factor is >95% for surface
electrons with energy depositions >1.5 keV

ee

and for ex-
ternal photons with incident energies 1.5–4.5 keV

ee

. The
rejection factor decreases for higher energy photons to
85% at 6.5 keV

ee

due to their longer absorption length.
Below 1.5 keV

ee

the �

xy

reconstruction worsens, leading
to significant leakage into the fiducial region which must
be accounted for.

We developed a model of the radioactive background
that includes contributions from both bulk and surface
events. We estimated the relative fractions of surface
and bulk events in the background from the �

xy

distribu-
tion of clusters with energies in the range 4.5–7.5 keV

ee

,
where the expected contribution from a WIMP signal
is smallest in the search range. We used all available
data to perform this estimate, including data acquired
with a lower gain for ↵-background spectroscopy stud-
ies and excluded from the WIMP search, and evalu-
ated background contributions for each CCD individu-
ally. We estimated that 65±10% (60±10%) of the total
background originated from the CCD bulk (i.e. from
Compton scattered photons), 15±5% (25±5%) from the
front and 20±5% (15±5%) from the back of the CCD in
the 1⇥1 (1⇥100) data set. This background composition
was assumed to be energy independent, which is justi-
fied by the fact that the background continuum of both
bulk and surface events is expected and observed to be



RESULTS

➤ compatible background hypothesis (Compton scatt.) 

➤ sensitivity at low mass WIMP ( mχ< 10 GeV/c2) 

➤ exclusion of a part of CDMSII signal with same target (Si)
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FIG. 9. Energy spectrum of the final candidates. The red line
shows the best fit model with parameters s

tot

= 0, b
1x1

= 31
and b

1x100

= 23.

fit to the data with all parameters free. The statistic q is
positive by construction and values closer to zero indicate
that the restricted fit has a likelihood similar to the un-
constrained (free) case. On the other hand, large values
reflect that the restricted case is unlikely. To quantify
how likely is a particular value of q, the corresponding
PDF is required. To compute this distribution we used
a fully Frequentist approach and obtained it by perform-
ing the estimation of q outlined above for a large number
of Monte Carlo samples generated from the background-
only model (s

tot

=0).
We performed the discovery test on the joint data

set assuming the standard halo parameters: galac-
tic escape velocity of 544m s�1, most probable galac-
tic WIMP velocity of 220m s�1, mean orbital ve-
locity of Earth with respect to the galactic cen-
ter of 232m s�1 and local dark matter density of
0.3GeV c

�2 cm�3. We found the recorded events to be
compatible with the background-only hypothesis with
a p-value of 0.8 (FIG. 9). The result corresponds
to a dominant background from Compton scattering
of 15±3 keV�1

ee

kg�1 d�1 (21±4 keV�1

ee

kg�1 d�1) in the
1⇥1 (1⇥100) data set.

We proceeded to set a 90% confidence level upper limit
on the WIMP-nucleon elastic scattering cross-section,
�̃

��n

. To compute the upper limit we followed an ana-
log approach where, for each value of M , we performed
a scan on s to find a s̃ such that the test based on the
corresponding q(s̃),

q(s̃) = �log

"
Max{L

restricted

(
�!
b |�!E ,M, s

tot

= s̃)}
Max{L

free

(s
tot

,

�!
b |�!E ,M)}

#
,

rejected the hypothesis s
tot

�s̃ with the desired 90% C.L.
Note that for each of the scanned points we generated
the corresponding q(s) distribution from Monte Carlo.

The limit on the WIMP cross-section �̃

��n

was com-
puted from s̃, the total exposure of the experiment, E ,
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FIG. 10. Upper limit (90% C.L.) on the WIMP cross-section
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derived from this analysis (red line). The expected
sensitivity ±1� is shown by the red band. For comparison,
we also include 90% C.L. exclusion limits from other experi-
ments [3, 16] and the 90% C.L. contours corresponding to the
potential WIMP signals of the CDMS-II Si [3] and DAMA [17]
experiments.

and the normalization constant C (Eq. (3)) as

�̃

��n

= C

s̃

E .

The 90% exclusion limit obtained from our data is
shown by the red line in FIG. 10. The wide red
band presents the expected sensitivity of our experi-
ment, generated from the distribution of outcomes of
90% C.L. exclusion limits from a large set of Monte Carlo
background-only samples. The good agreement between
the expected and achieved sensitivity confirms the con-
sistency between the likelihood construction and experi-
mental data.
Several sources of systematic uncertainty were investi-

gated. The Fano factor, which is unknown for low energy
nuclear recoils, was varied from 0.13, as for ionizing parti-
cles, up to unity. Exclusion limits were generated chang-
ing the nuclear recoil ionization e�ciency within its un-
certainty [14]. The detection e�ciency curves for the sig-
nal and the background (FIG. 8) were varied within their
respective uncertainties, including those associated to the
background composition (Sec. VII). All these changes
had a negligible impact on the exclusion limit for WIMP
masses >3GeV c

�2. At lower masses the nuclear recoil
ionization e�ciency becomes relevant, its uncertainty re-
sulting, for example, in a change by a factor of ±1.5 in
the excluded cross-section at 2GeV c

�2.

IX. CONCLUSION

We have presented results of a dark matter search per-
formed with a 0.6 kg d exposure of the DAMIC experi-
ment at the SNOLAB underground laboratory. The sili-
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STATUS OF OPERATION

19

➤ April 2016: installation of 6 new CCDs (8 total) 

➤ replaced copper box and modules 

➤ replacement of parts of the shielding with 
ancient lead (Roman lead from Modane) 

➤ cleaning and etching 

➤ Issues appeared on 2 CCDs 

➤ Tests/fix at Fermilab since then 

➤ due to mechanical stress 

➤ 10 CCDs (~60g) to be installed in January 2017



FUTURE PLANS

20



DAMIC2016

DAMIC FORESEEN SENSITIVITY

➤ target mass to kg scale 

➤ detector threshold down to ~8 eVee (~ 0.3e-) 

➤ background ~ 0.01 d.r.u.
21

(0.1e- read out noise)



INCREASE MASS

➤ current mass: 5.8g /CCD  (DAMIC100=>18CCDs) 

➤ goal: increase CCD mass 3X (DAMIC1000=>~50CCDs) 

➤ ~1mm with same fabrication process 
~ few mm with new fabrication process (dev. at U. Chicago) 

➤ larger format :4k x 4x —> 6k x 6k

22

kg scale DAMIC is feasible with current technology in a short time



LOWER THE ENERGY THRESHOLD & BACKGROUND

➤ read out noise goal: <0.3e- (w.r.t. 2 now)

23

!12

4. LOWERING THE DETECTOR ENERGY THRESHOLD 

The existing DAMIC-100 detector has a readout noise of 2e-, resulting in a threshold at 50 eVee. Future plans for a 
low mass dark matter search with CCDs, relays in the reduction of this readout noise.  The initial goal is to reduce 
this noise by a factor of 2 as part of this proposal, using the new generation amplifiers discussed below. The more 
ambitious goal of reducing the noise by a factor of 10 is also part of this proposal using the skipper CCD, 
discussed below. Other efforts by the DAMIC Collaboration to improve the noise performance of the CCDs for a 
dark matter experiment are digital filtering and the development of a custom ASIC, these are not part of the scope 
of this proposal. Reducing the noise in the CCD readout has been identified by the collaboration as the highest risk 
in the R&D plan towards future dark matter experiments. 

New generation low noise amplifiers 

The MicroSystem Laboratory (MSL) lab at LBNL has continue with progress in reducing the readout noise of their 
thick fully depleted CCD detectors. The current detectors in used by the DAMIC experiment achieve a readout 
noise of about 2e- of noise. By changing the aspect ratio of the output amplifier in the CCD, the LBNL group has 
been able to reduce the noise by more than a factor of 2, as can be seen in Fig.7. The R&D proposed here 
includes the implementation of these new generation amplifiers for low background detectors, and test this 
implementation in a low background environment. 

&    

Figure 7. Readout noise as a function of integration time for four different amplifiers design built in a prototype 
CCD. These tests performed at LBNL show a factor of 2 improvement of noise over the amplifier designed 

currently used at DAMIC (thick STD). 

!13

Skipper CCD 
The skipper CCD design allows for multiple (N), non-destructive readout of the charge in each pixel, resulting in a 

noise reduction as 1/√N. Early prototype sensors have been developed by LBNL and tested at FNAL in 2011 

[REF], with very promising results as seen in Fig. 8. The next generation of skipper CCDs, with different output 

amplifiers designed to achieve better noise performance have been developed by LBNL. The LDRD program at 

FNAL is supporting the testing of these new generation prototypes in a low background environment at a shallow 

underground site (P.I. Dr. Javier Tiffenberg). The work proposed here will use the results of the ongoing research to 

develop an optimized skipper detector for dark matter searches, and test this sensor in a low background 

environment. 

&  

Figure 8. Noise measured in a skipper CCD prototype as a function of readout time. 

Digital Filtering 
The idea of digitally filtering the output of a CCD to reduce the readout noise has been successfully demonstrated 

before, including the work performed by members of the DAMIC Collaboration [REF]. This effort is now being lead 

by the U.of Chicago, and will continue in the coming years towards the implementation in a low background 

experiment. This work is outside the scope of this proposal. 

first amplifier optimisation skipper CCD Digital filtering

➤ radio background goal: 0.01 d.r.u (w.r.t. 5 now)

➤ Use electroformed copper 

➤ already one module in test 

➤ eventually limited by 32Si background



DAMIC2016

DAMIC FORESEEN SENSITIVITY

➤ target mass to kg scale 

➤ detector threshold down to ~8 eVee (~ 0.3e-) 

➤ background ~ 0.01 d.r.u. 24

(0.1e- read out noise)



CONCLUSION

25

➤ CCD is an efficient DM detector for low mass WIMP 

➤ stable operation 

➤ very good energy & spatial resolution  

➤ After a phase of development / bkg reduction DAMIC has released 
competitive limits  

➤ Currently upgrading to DAMIC100 

➤ Development for DAMIC1KG: 

➤ electronics to reduce readout noise 

➤ CCD fabrication to increase the mass
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SIGNAL HYPOTHESIS
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UNDERSTANDING BACKGROUND

32

α

e

μ

X-ray?
n, WIMP?

Diffusion
limited

➤ Radiogenic background identification (2015 JINST 10 P08014) 

➤ Th and U contamination 

➤
32Si bkg estimation

particle identification decay chain
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(b) a–b coincidence

Figure 7. a) Three a particles detected in different CCD images at the same x-y position. Their energies and
the time separation between images are consistent with a sequence from a 232Th decay chain. b) A peculiar
cluster found in a single image, consistent with a plasma a and a b track originating from the same CCD
position. This may happen for a radioactive decay sequence occurring within the 8-hour exposure time of
an image.

same exposure, shown in Figure 7(b). As the energy of the a cannot be measured due to digitizer
saturation, this particular decay sequence cannot be identified.

4. Limits on 32Si and 210Pb contamination from b decay sequences

We have performed a search for decay sequences of two b tracks to identify radioactive contam-
ination from 32Si and 210Pb and their daughters, whose b spectra extend to the lowest energies
and could represent a significant background in the region of interest for the WIMP search. These
isotopes do not emit a or penetrating g radiation, and their decay rates are significant for extremely
low atomic abundances due to their 10–100 y half-lives, making conventional screening methods
ineffective in determining their presence at the low levels necessary for a WIMP search.

32Si is produced by cosmic ray spallation of argon in the atmosphere, and then transported to
the Earth’s surface, mainly by rain and snow. Detector-grade silicon is obtained through a chemical
process starting from natural silica. Therefore, the 32Si content of a silicon detector should be close
to its natural abundance in the raw silica. Spectral measurements of radioactive background in
silicon detectors suggest a rate of 32Si at the level of hundreds of decays per kg day [15]. 32Si leads
to the following decay sequence:

32Si �! 32P+b� with t1/2 = 150y, Q�value = 227keV (4.1)
32P �! 32S+b� with t1/2 = 14d, Q�value = 1.71MeV (4.2)

210Pb is a member of the 238U decay chain (Figure 4) and is often found out of secular equilib-
rium, as chemical processes in the manufacture of materials separate it from other 238U daughters.
It may also remain as a long-term surface contaminant following exposure to environmental 222Rn
(Section 3). 210Pb leads to the following decay sequence:

– 11 –



DM candidate spectrum
9

eeE [keV ]
0 1 2 3 4 5 6 7

ee
Ev

en
ts

 p
er

 1
00

 e
V

0

0.5

1

1.5

2

2.5

3

FIG. 9. Energy spectrum of the final candidates. The red line
shows the best fit model with parameters s

tot

= 0, b
1x1

= 31
and b

1x100

= 23.

fit to the data with all parameters free. The statistic q is
positive by construction and values closer to zero indicate
that the restricted fit has a likelihood similar to the un-
constrained (free) case. On the other hand, large values
reflect that the restricted case is unlikely. To quantify
how likely is a particular value of q, the corresponding
PDF is required. To compute this distribution we used
a fully Frequentist approach and obtained it by perform-
ing the estimation of q outlined above for a large number
of Monte Carlo samples generated from the background-
only model (s

tot

=0).
We performed the discovery test on the joint data

set assuming the standard halo parameters: galac-
tic escape velocity of 544m s�1, most probable galac-
tic WIMP velocity of 220m s�1, mean orbital ve-
locity of Earth with respect to the galactic cen-
ter of 232m s�1 and local dark matter density of
0.3GeV c

�2 cm�3. We found the recorded events to be
compatible with the background-only hypothesis with
a p-value of 0.8 (FIG. 9). The result corresponds
to a dominant background from Compton scattering
of 15±3 keV�1

ee

kg�1 d�1 (21±4 keV�1

ee

kg�1 d�1) in the
1⇥1 (1⇥100) data set.

We proceeded to set a 90% confidence level upper limit
on the WIMP-nucleon elastic scattering cross-section,
�̃

��n

. To compute the upper limit we followed an ana-
log approach where, for each value of M , we performed
a scan on s to find a s̃ such that the test based on the
corresponding q(s̃),

q(s̃) = �log

"
Max{L

restricted

(
�!
b |�!E ,M, s

tot

= s̃)}
Max{L

free

(s
tot

,

�!
b |�!E ,M)}

#
,

rejected the hypothesis s
tot

�s̃ with the desired 90% C.L.
Note that for each of the scanned points we generated
the corresponding q(s) distribution from Monte Carlo.

The limit on the WIMP cross-section �̃

��n

was com-
puted from s̃, the total exposure of the experiment, E ,
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FIG. 10. Upper limit (90% C.L.) on the WIMP cross-section
�̃

��n

derived from this analysis (red line). The expected
sensitivity ±1� is shown by the red band. For comparison,
we also include 90% C.L. exclusion limits from other experi-
ments [3, 16] and the 90% C.L. contours corresponding to the
potential WIMP signals of the CDMS-II Si [3] and DAMA [17]
experiments.

and the normalization constant C (Eq. (3)) as

�̃

��n

= C

s̃

E .

The 90% exclusion limit obtained from our data is
shown by the red line in FIG. 10. The wide red
band presents the expected sensitivity of our experi-
ment, generated from the distribution of outcomes of
90% C.L. exclusion limits from a large set of Monte Carlo
background-only samples. The good agreement between
the expected and achieved sensitivity confirms the con-
sistency between the likelihood construction and experi-
mental data.
Several sources of systematic uncertainty were investi-

gated. The Fano factor, which is unknown for low energy
nuclear recoils, was varied from 0.13, as for ionizing parti-
cles, up to unity. Exclusion limits were generated chang-
ing the nuclear recoil ionization e�ciency within its un-
certainty [14]. The detection e�ciency curves for the sig-
nal and the background (FIG. 8) were varied within their
respective uncertainties, including those associated to the
background composition (Sec. VII). All these changes
had a negligible impact on the exclusion limit for WIMP
masses >3GeV c

�2. At lower masses the nuclear recoil
ionization e�ciency becomes relevant, its uncertainty re-
sulting, for example, in a change by a factor of ±1.5 in
the excluded cross-section at 2GeV c

�2.

IX. CONCLUSION

We have presented results of a dark matter search per-
formed with a 0.6 kg d exposure of the DAMIC experi-
ment at the SNOLAB underground laboratory. The sili-
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